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Introduction

This document gives a very basic overview of how RTP traffic traverses a typical network
and will describe how to:

Analyze a typical SIP call flow through Fusion Client SDK

Understand the media paths established between FCSDK and other network
devices

Understand common reasons for media establishment failure

Quantify Packet Loss for a call from an iPAD Client

Quantify Packet Loss for a call from a Chrome Browser Client

Quantify Packet Loss at the Fusion Media Broker

Use of Third Party Tools

This document uses a number of industry standard third party tools, such as Wireshark.
It may be that the user interfaces in this document will change in these tools.

As a reader, it is more important you understand why the tools are being used and
prepare for differences in the step by step process.
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Streaming Traffic Overview

Here will introduce common terminology for describing all forms of Audio and Video
Streams.

Generally speaking a stream is a sequence of packetized media samples. Typically,
audio and video codecs have an associated sample rate.A codec also describes the
clock rate; which is the rate the audio was sampled.

For example:
e The G711 audio codec suggests (but does not mandate) that 20ms of audio are
transmitted per packet.
G711 has a clock rate of 8000Hz; (eg 8000 samples per second).
Each packet will contain 160 samples.

Note: G711 doesn’t mandate 20ms of audio, so a packet may contain more of less than
160 samples; as a result the receiver must handle these variations to construct an
audible stream.

The RTP packets contain information to help the far end reconstruct the stream, below is
an example of an RTP packet:

= Real-Time Transport Protocol
11 = version: RFC 1889 version (2)
Padding: False
Extension: False
contributing source identifiers count: O
B s ngans = Marker: False
Payload type: ITU-T G.711 PCMU (0)
Sequence number: 41853
Timestamp: 1973995500
synchronization Source didentifier: Oxabfbc9d8 (2885405144)
Payload: b4c35e2998a047d3d52e5112c9102adac61609592d3felab. ..

- o
[

The Payload contains the data the was sent in this packet.

The Sequence Number identifies a packet’s position in a stream. The first packet of a
stream will assign a random number and every subsequent packet will be incremented
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by one. The Sequence Number’s primary objective is to identify lost packets.

The Timestamp is used to construct the sample with the correct timing. In this stream,
the previous packet had a Timestamp of: 1973995340. Thus, the receiver knows that
this sample contains 160 samples(ie: 1973995500 - 1973995340 =160). Multiple
packets in a stream will have identical Timestamps if: they have been retransmitted or
there are one of multiple packets used to create a sample (such as a video frame spread
over many packets).

Stream Metrics

Assuming a well behaved sender, generally three metrics are used to measure the
quality of the stream at the receivers end. This metrics can be used by receivers when
reconstructing streams. They are:

e Latency: The time it takes to get a packet from sender to receiver.

e Skew: If the stream is a G711 steam, one typically expects samples to be arriving
every 20ms. Skew measures cumulative lateness of a given packet relative to the
previous packet and since the start of the stream.

o In theory, the 100th packet should arrive 2000ms from the start of the
stream; if it arrives at 2020ms and the 99th packet arrived at 1980ms, the
packet is considered 20ms late and the skew will be measured as -20ms.

o Small amounts of skew fluctuation should be managed by a receiver.

e Jitter: Generally it is a measure of the “Packet Delay Variation”.

o Itis a good way of comparing one point of a given call with another.
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Video Traffic Overview

When a Video stream is established between two video enabled devices there are
independant RTP/UDP streams which flow in either direction between the devices. The
video stream is broken up into packets and these packets make up two fundamental
components that a video devices needs in order to construct a coherent image:

o Keyframes

e O-frames (delta-frames)
You should remember that video codecs and compression can drastically change how
these frames are sent and received. For now, we will assume there are no Error
Correction algorithms such as: PLI or NACK which can be used to trigger a new
keyframe if required or resend a packet if it is missing. Similarly, Forward Error
correction algorithms provide information in the stream to verify and correct a stream if
something is lost.

Keyframes

A key frame is used to construct an entire image which can be displayed. It contains all
of the necessary information to render an image and is not dependant on any other parts
of the stream.

A key frame will span multiple UDP packets (depending on the resolution of the video).

Keyframes are an important way of allowing a decoder to refresh and start again if things
are going badly.

Delta Frames

o-frames are collections of packets which only contain parts of the previous image. They
only contain information which has changed since the previous frame. A video device will
interpret these delta-frames extrapolate an image. Below is an example showing
2-keyframes (numbered 1 and 5) and 3 &-frames (numbered: 2,3,4); the bottom of the
image shows what the video device renders.
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- 5 85 5 o
o *: 5 " ®
.1.2.3-' 5

Image from: http://nickyguides.digital-digest.com/keyframes.htm
There are many reasons for packet-loss on a network. This could be due to: weak wifi
signals, high network contention, high network throughput and Quality of Service
guarantees implemented by networks. It must be understood that:

e If there are UDP packets lost for d-frames then a video device will not be able to
extrapolate a coherent image until a keyframe arrives. This is displayed as a
partially corrupted or pixelated image. When a keyframe arrives it allows the video
device to render a fresh image.

e Keyframes are constructed from multiple packets; If one of these packets is lost
then the video device will not be able to render the new keyframe and will attempt
to continue extrapolating images using d-frames until the next suitable keyframe
arrives.

Note: Video is more sensitive to lost or corrupt data compared to audio, this is for a
number of reasons:

e Spoken audio is can be mostly silence, so you don’t notice

e Our eyes are very good at detect subtle changes

e Corruption is often cumulative
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Diagnosing Media Issues

Diagnosing media issues has some absolute requirements which you cannot work
without. There are also nice to haves which will make life easier but are not necessary in
most situations. If you have the Mandatory items it may not be necessary to collect the
Additional Logs.

Mandatory

e Understanding of the call flow and Architecture

e A Media Broker packet capture of a complete single call displaying the issue:
o Media Broker Logs (DEBUG by default) of a single call with the issue
o Media Broker pcap of a single call with the issue

e Calls.log from FAS (if WebRTC to SIP)

Additional Logs

Gateway Config XML or DEBUG server.log from Gateway
Media Broker Logs (DEBUG by default) of a working call
Media Broker pcap of a working call

iOS/Android console logs

Web Console Logs

DEBUG FAS Logs

Other Useful Information

Information such as version numbers etc, listed above, can normally be found from the
Mandatory logs. Steps to collect logs can be found in the product troubleshooting guides found

at: https://support.fusion.cafex.com.
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Architecture Overview

External Internal
Firewall & NAT Firewall

-

Authentication
Application

Client Reverse Web
Browser/Mobile Proxy Gateway

Media Broker

SIP Endpoint

All communications between WebRTC Clients and FCSDK are secure. The Media DTLS
handshake will be covered in more detail, but this prevents packet inspection; however,
some important details can be gleaned. By default SIP side transactions and media are

not encrypted, so more inspection can be performed.
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Call Flow
A typical scenario for FCSDK is for the FCSDK client to callout to a SIP endpoint via the

Fusion Gateway and through a PBX or contact center.
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The FCSDK Gateway allocates a Media Broker to direct a call when a new request is
received. Media Broker allocates a process and ports for the traversal of media. For a
given call, codec and video resolutions are fixed. Initial information about the streams
can be retrieved the transactional SDP at the start of the call.

Before initiating any detailed packet analysis, it is worth trying to understand the SDP
negotiations, so you can hypothesis, what you expect each client and the Media Broker
to be doing. This may simply be checking codecs and ports, but also understanding if
any other transactions may result in a misunderstanding of each other’s protocols.
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Understanding Fusion Media Broker Ports
This diagram explains what values should be specified when adding Media Broker

configuration to a FCSDK installation:

Reverse
Proxy

&
&
% SIP
i Endpoint
=

RTP\ Media

Broker

° SIP Network
o Local Address CIDR -is the address range the Media Broker will bind to for
RTP communications on the SIP Network.
Note: If you have 2 network interfaces on the box don't use 'all' as the CIDR but target

the internal interface only For example X.X.X.X/32

° WebRTC Client

o Source CIDR Address - is the address range on which the Gateway will
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receive WebRTC traffic from clients
Note: If all external traffic comes via a single ReverseProxy you can create a rule with
the ReverseProxy internal address as the Source CIDR (X.X.X.X/32) with the Public
address as the external firewall address. Then to allow internal clients to connect directly
to the Gateway you can create a 2nd rule with 'all' as the Source CIDR with the Public
address as the internal Media Broker address.
o Public Address - is the address the client must send RTP traffic to;
typically the front of a firewall.
o Local Address - is the address the Media Broker will bind to in order to

receive RTP traffic

Configuring Multiple Media Broker Ports
Media Brokers of FCSDK 2.1.31 introduces simultaneous rtp-proxy processes for

managing calls. This impacts how ports are allocated between these processes.

e SIP port Range - These ports are distributed across the rtp-proxy instances, in
groups of 4.

o Number of SIP-Ports to allocated = (4 ports for every WEB-RTC Client per
call)x( Maximum Number of Concurrent calls on a Media Broker) + (a small
contingency [eg: 10%)]).

o Ports are not reallocated immediately when a call is ended, so on smaller
systems the contingency should be a larger percentage.

e WEB-RTC Port Range:

o Number of WEB-RTC Ports to Allocated = (Number of rtp-proxy processes
[default is 5]).

o Itis necessary to allocate the same number of ports to each Source CIDR
Address to ensure that each rtp-proxy process can assign the correct
interface/port pair to a call.
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Example Configuration

WebRTC Client
] Source Address CIDR
E= lal

RTP Public and Local Port

[] |Public Address Public Port Local Address Local Port

O (81.144.171.73 16000 172.31.252.111 16000

O |81.144.171.73 16001 172.31.252.111 16001

[ 9

|2 |81.144.171.73 16002 172.31.252.111 16002

O 81.144.171.73 16003 172.31.252.111 16003

O |81.144.171.73 16004 172.31.252.111 16004

Add Delete
| = |172.31.253.0/24

RTP Public and Local Port

[_| |Public &ddress Public Port Local Address Local Port

D 172.31.252.111 16000 172:31.252.111 16000

I:l 172.31.252.111 16001 172.31.252.111 16001

[ 9

l:| 172.31.252.111 16002 172.31.252.111 16002

|:| 172.31.252.111 16003 172.31.252.111 16003

|:.| 172.31.252.111 16004 172.31.252.111 16004

Add Delete
Add | Delete

Above is an example configuration for 1 Media Broker with 5 rtp-proxy processes. It is
intended to be used with Live Assist™; where a consumer's media is sent to a public IP
address, but Agent media is sent to an internal interface.

It is possible to allocate the same local port and interface (eg: 172.31.252.111:16000)
against each CIDR.
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Warning
When modifications to the ports are made all rtp-proxy processes will restart to acquire

their new config. This will terminate any calls in progress.

Advanced Configuration

In case of a public Internet or ISP outage, some installations require that a Media Broker
supports more than a single public Media Broker Address. This can be done by:

e Defining 2 (or more) Source Addresses for each ISP.
e Allocating disjoint sets of public addresses against each source address.

If an ISP becomes unavailable the Media Broker will stop receiving requests from the
ISP; as a result the set of public addresses will never be allocated.
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Understanding Media Streams

Depending on your call setup numerous media streams will be established between
clients, endpoints and the Media Broker. If you are troubleshooting, it is often worth
creating a diagram of your expectations so each stream can be identified in any packet
captures.

While the above images and notes give a good indication of a normal call setup, each
customer may have their own individual setups with small to significant differences.

The following are some common example scenarios:
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WebRTC to WebRTC Calls
For each Client (WebRTC Side) you will see 8 Streams:

° One RTP stream for sending Video
° One RTP stream for receiving Video
° One RTP stream for sending Audio
° One RTP stream for receiving Audio
You will also see, on the sip side 4 Streams:
. Media Broker send itself one video stream per client (2 Streams total)
° Media Broker send itself one audio stream per client (2 Streams total)
External Internal
Firewall & NAT Firewall

WebRTC

Client 1

Media Broker

WebRTC
Client 1
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WebRTC to SIP

For the WebRTC Client you will see 4 Streams:
° One RTP stream for sending Video

° One RTP stream for receiving Video

° One RTP stream for sending Audio

° One RTP stream for receiving Audio

For the SIP Client you will see 4 Streams:

° One RTP stream for sending Video
° One RTP stream for receiving Video
° One RTP stream for sending Audio
° One RTP stream for receiving Audio

External Internal
Firewall & NAT Firewall

WebRTC
Client

Media Broker T " SIP Client
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Calling an MCU

Three way calling is not overly common but does complicate the number of streams that

will be seen.

For each Client (WebRTC Side) you will see 12 Streams:
° One RTP stream for sending Video

° One RTP stream for receiving Video

° One RTP stream for sending Audio

° One RTP stream for receiving Audio

You will also see, 12 streams on the sip side:

. Media Broker send the MCU one video stream per client (3 Streams total)
. Media Broker send the MCU one audio stream per client (3 Streams total)
° Media Broker receive from the MCU one video stream per client (3 Streams total)
° Media Broker receive from the MCU one audio stream per client (3 Streams total)

External Internal
Firewall & NAT Firewall

WebRTC
Client 1

WebRTC

Client 1 I Media Broker

WebRTC
Client 1
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Understanding Media Setup

The following diagram expands on the interaction between Web-RTC clients and the
Media Broker during a call set up.

STUN Binding Requests are the first UDP messages sent between clients.

The Media Broker must be able to send UDP outbound towards all Web-RTC clients.
Web Client Media Broker SIP client

STUN Binding Reguest
STUN Binding Request
STUN Binding Success I
STUN Binding Request 3
< STUN Binding Success

>

DTLS Client Hello I
DTLS Server Hello efc.

DTLS Certificate etc,

DTLS Change Cipher Spec etc.

o
RTP (1) ' RTP A
RTP (1) > o
RTCP {2) 3 RTCF >
RTCP (2) < RTCP

1: Everything after the S5RC is encrypted.
2: Everything after the sender S5RC is encrypted.

STUN

STUN'’s primary purpose is to open paths through firewalls and authenticating source
ports. Typically, there is a request and a corresponding success response from each
client, resulting in a four packet exchange. If there is a failure at this stage, such a firewall
block, no media will establish.
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Once the WebRTC client has processed the answer SDP it will start sending STUN
binding request packets to the public interface port (default: 16000) on MediaBroker. One
exception is Firefox, where ICE is sent to the client for it to select a candidate.

Media Broker waits to receive a STUN request then generates a response, before
sending its STUN requests back to the client. STUN will be seen throughout the call, it is
used to check paths are media paths are still valid. They are typically send every 0.5s
from the majority of Google WebRTC clients.

Interactions with clients running the Google Chrome webRTC library behave a little
differently. Chrome clients only send a STUN request after it finishes sending a success
response to a received request. As in the previous diagram, you may see 6 packets
during the STUN setup. If you’re analyzing the STUN, the second request and response
pair from Chrome will take precedence and contain the media candidates.

Once STUN us successful the client and Media Broker can continue to establish the RTP
stream.

DTLS

Next DTLS exchanges happen in order to get keys for encrypting RTP. The client
initiating the call takes on the role of DTLS client and sends a client hello to MB, which
responds with a DTLS packet containing a server hello and a number of other details.
The client then responds with a certificate and other information, to which MB then sends
a change cipher specification and an encrypted handshake message. If there are packet
losses then lost ones are automatically resent after delays specified in the DTLS RFC.

The diagram earlier shows the format you will see the DTLS packets, any deviation from
that sequence (ignoring retransmissions) means something has gone wrong. A failure
may result in an error packet, or it may fail silently. However a failure happens it is likely
packets will continue to be resent without answer.

Often, there are two encrypted alerts sent at the end of the call, one from each side. They
can be ignored, but can be a useful way of determining when one side thinks the call has
ended.
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Once STUN and DTLS are complete the media can begin to flow.

RTP & RTCP

While the webRTC client is establishing a media path, the SIP client is sending RTP and
RTCP to the MB to the internal ports (default: 17000+). These packets will be discarded
by Media Broker because it could not send them to the client until the DTLS handshake
completes. Once complete, the Media Broker can start to send received media in both
directions.

For a given call leg, there are four ports allocated for SIP side media on Media Broker.
The even numbered ports being used to receive RTP audio and video, and the port one
higher for the corresponding RTCP. The Media Broker’s webrtc side only uses one port
and uses the SSRCs to distinguish the audio from the video media.

Note: The ports in the SDP of SIP clients are the ports a client wants to receive media
on. It can send media from a different port, though this rarely happens.

Media on the web side is encrypted, without decrypting a PCAP, only the main RTP
header is readable. For an RTCP packet, only the headers up to and including the first
SSRC header is readable. The encryption also adds 10 (RTP) or 20 (RTCP) bytes at the
end of the packet.

Note:Extended headers exist but you will probably never see them, but special codecs
use similar extensions for various details which will be encrypted.

When MB receives packets from the web side they are held in the Media Broker before
sending out on the SIP side in a jitter buffer. The jitter buffer’s purpose is to reduce jitter.
The buffer is initially ~300ms, but will increase if network conditions are poor, giving more
time for packets to reorder before processing and sending downstream. In passthrough
calls, packets received from the SIP have SSRCs, timestamps and sequence numbers
changed in RTP packets so the client only ever sees one continuous stream when being
transferred. The RTCP packets are effectively discarded and created within MB, although
PLIs will result in immediate creation of a PLI to send to the client.
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Some web client support the RED codec to send most RTP packets for the video stream
which wraps the original packet. If you need to tell what packets are inside, to determine
which codec was picked, or the content of ULPFEC, you will need to decrypt the pcap.

When either the webRTC client or the SIP side end the call, the Gateway sends an HTTP
DELETE to Media Broker, which then tears the call down down. You may see some
ICMP destination unreachable messages from one endpoint briefly, ignore these. Media
broker will respond with details of the call’s statistics. At the same time the Gateway
sends a SIP BYE or an end message to the client as necessary.
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Setting Up Wireshark for Analyzing RTP
Streams

Enable Automatic Decoding of RTP Streams

To reduce the amount of streams you will have to manually decode, on the toolbar go to
Analyze | Enabled Protocols...
tatisti:s Telephony  Wireless
Display Filters...

Display Filter Macros...

Apply as Column

Apply as Filter k
Prepare a Filter r
Conversation Filter »

Enabled Protocols... Ctrl+5hift+E

[Decod

Reload Lua Plugins Ctrl+Shift+L

SCTP 2
Follow »
Expert Information

Scroll down the list to find RTP and check rtp_udp to automatically decode RTP over

UDP
a RTP Real-Time Transport Protocaol
|[C] rtp_rtsp RTP awver RTSP
rtp_stun RTP over TURN
rtp_udp RTP over UDP
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Save Useful Filters

Saving filters can save you having to manually type in useful filters each time you are
analyzing a pcap. Click the small + on the right hand side of the filter bar:

Wireless  Tools  Help

QaarE

Enter a label describing the filter, and the filter required then click OK:
Label:_-_-)m@) Fdner:@' TTth G Irtcp &4 iomp 848 1op BRTTE. T | e |

You will now have a button on the right hand side of the filter bar that will automatically
apply the filter you have save

Initial PCAP Analysis

1. First step is to decode the rtp streams for analysis. Open the pcap in wireshark, filter
on:

udp && Istun && Irtp && !rtcp && licmp && !Isip && !dns
This shows any UDP packets that are not stun, rtp, rtcp, icmp sip or dns.

2. Now look for any packets going from or to a known Media Broker media port
(16000-16005, 17000-17099) e.g.

759 33.138881 128.136.166.188 66.172.189.6 35687 UDP 35687 Len=98
1837 34.131719 128.136.166.188 16684 IB6.172.189.6 35687 UDP 4 35687 Len=098
1394 35.138887 128.136.166.168 16884 866.172.189.6 35687 UDP

+ 35687 Len=98

3. Right click the packet and select Decode As...
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142 16804 » 35687

142 16084 + 35687 Mark/Unmark Packet Ctrl+M

142 16884 » 35687 Ignore/Unignore Packet Ctrl+D

488 Certificate Set/Unset Time Reference Ctrl+T

496 Client Key Exch i ) i
121 Encrypted Hands Time Shift... Ctrl+5hift+T
142 16884 -+ 35687 Packet Comment...

118 16884 - 35687

147 16884 = 35687 Edit Resolved Mame

142 16884 + 35687 :

142 16884 + 35687 S psEE i
142 16884 + 35687 Prepare a Filter 3
142 16884 + 35687 Conversation Filter b
LIE ool - oed Colorize Conversation 4
142 16884 - 35687

134 16884 + 35687 scTe b
134 16884 - 35687 Follow ]
134 16884 - 35687

110 16884 -+ 35687 E
142 168684 = 35687 5

4. In the next window set Current to RTP and click ok

Field Value Type Default Current
UDP port * | 16004 * Integer baselD  (none) s
RSWYP -

5. Repeat these steps until no more packets can be seen from/to the known Media
Broker ports.
6. Clear your filters by clicking the cross:

{1 o 88 5t i 8irtepdlionp ARlspdaldrs

=
.g

7. Now go to the Telephony menu and select RTP > RTP Stream
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@Wirelﬁs Tools  Help

VoIP Calls
ANSI 3
GSM * | DstPrt Protocol  Leng
1AX2 Stream Analysis 35687 DTLSvl. 1
I5UP Messages 16604 DTLSv1. 6
35687 DTLSvl. 12
LTE ’ W
35687 DTLSvL. 12
MTP3 4 16604 DTLSvl.. 6
* | € RTP Streams
RTSP E Stream Analysis

8. You will now see all of the RTP streams going to or from the Media Broker (it may be
useful to order these by Payload as below).

Source Address  Source Port  Destination Address  Drestination Port  SSRC Paytu;d Packets Lost Max Delta (ms) Max Jitker  Mean Jlitter
192.168.9.18 16001 192.168.30.84 58150 0x73461d14 RTPType-97 146 0 (0.0%) 0.000 0.000 0.000
192.168.9.18 17088 192.168.30.84 25426 (xdb93dd8c H264 235 0({0.0%) 299.823 8707 3134
192.168.30.84 58150 1972168918 16001 Oxdb93dd8c RTPType-97 250 0 (0.0%) 0.000 0.000 0.000
192.168.30.84 25426 192168918 17088 Oxfedd3bcf H264 154 0(0.0%) 30,418 3149 0.990
16001 192.168.30.84 58150 Oxeedaff7l7 RTPType-109 288 0 (0.0%) 0.000 0,000 0.000
.168.30. 20788 192168918 17040 Oxlffbecdc  opus 357 0(0.0%) 23902 0.850 0419
192.168.30.84 58150 192.168.9.18 16001 Oxcb621d975 RTPType-109 238 0(0.0%) 0.000 0.000 0.000
192.168.9.18 17040 197.168.30.84 20788 0xc621d975 opus 213 0(0.0%) 43.820 3449 0.544

9. The Above RTP streams show a working call, with audio and video in both directions
(4 video streams, 4 audio streams). These can be used to draw an I/O graph showing the
bitrates.

10. To draw the graph go to Statistics > I/O Graph
Telephony  Wireless

Capture File Properties
Resolved Addresses
Protocol Hierarchy
Conversations
Endpoints

Packet L engths
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11. Remove any existing filters by selecting the filter and clicking the minus::

Hover over the graph for details.
Display filter Cola Style W Asxis ¥ Field
(ip.sre==10.154.176.2... . Line Bits/s
(ip.sre==10.104.4230 ... ] Line Bits/s
(ip.sre==10154.176.2... . Line Bitss
(ip.sre==10.104.42.30 ... . Line Bits/s

Mouse @ drags () zooms Interval

12. On the RTP Streams window highlight one stream (you can highlight more than one
at a time so make sure!) and click prepare filter:

|192168.9.18 17040 192168.30.84 20788 Oxcb21d975 opus 273 0 (0.0%) 43.820 3448 0544
L

P
| Close I thRevemeKPrepareFﬂiHu Export...

8 streams. 1 selected, 273 total packets. Right-click for more options.

13. Copy the filter from the main WireShark window:

File Edit View Go Capture Analyze Statistics Telephony Wireless  Tools  Help

dm 20 JERB Re>=TIEE]’QAQHT

{ip.src==192.168.9. 18 && udp.srcport==17040 B& ip.dst==192, 168, 30.84 && udp. dstport==20788 && rip.ssrc==0xc621d975)

14. On the I/O Graph window add a new filter using the + button. Paste the copied filter
into the display filter area and set the Y Axis to Bits/s. Change the Name to an
appropriate description of the stream

Mame Display filter Cola Style Y Axis ¥ Field Smoothing
Audio Out SIP <!rpsrc: =192168.9.18 &8 udp.srcport::lmg s Line ‘ Bits's 3 None
e

E] Mouse () drags (@ zooms Interval [] Time of day Log scale Reset

I Save As.. I [ Copy ] [ Close ] [ Help ]
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Stream Analysis has “Timestamp incorrect”

It is possible to see many “Incorrect timestamp” messages when performing a Stream
Analysis on a Video Stream:

r — — — M
¥ wireshark: RTP Stream Anaiysi — o —— - b

Forward Direction | Reversed Direction |

Analysing stream from 1010121 port 50944 to 10.10.13.136 port 16000 S5RC = (x32164EFF

Packet = Sequence ¢ Delta{ms) ! Filtered Jitter(ms, ¢ Skew{ms) 4 IP BWikbps ¢ Marker ¢ Status (e
154 31 0.00 0.00 000 17637 SET Incorrect timestamp ==
155 32 0.00 0.00 000 18637 [Ok]

1557 3 000 0.00 000 19135 SET Incorrect timestamp

1567 34 0.00 0.00 0.00 161.35 [Ok]

[l 256 35 B Incerrect timestamp
1579 3% 0.00 0.00 000 12262 [0k]

1583 37 0.00 0.00 0.00 130.29 SET Incorrect timestamp.

1593 E 0.00 0.00 0.00 136.02 [Ok]

1594 39 0.00 0.00 000 14272 SET Incorrect timestamp

1607 40 0.00 0.00 000 147.14 [0Ok]

1603 41 0.00 0.00 000 150.36 SET Incorrect timestamp

1617 42 0.00 0.00 0,00 154.62 [Ok]

1619 43 0.00 0.00 000 160.06 SET Incorrect timestamp

1627 44 0.00 0.00 000 160.16 [Ok]

1628 45 0.00 0.00 000 163.58 SET Incorrect timestamp -

Max delta = 0.00 ms at packet ne. 0
Max jitter = 0,00 ms. Mean jitter = 0.00 ms.

Max skew = 0.00 ms.

Total RTP packets = 5046 (expected 5946) Lost RTP packets = 0 (0.00%) Sequence errors = 0
Duration 21445 s (0 ms clock drift, corresponding te 1 Hz (+0.00%)

Savepayioad...” A H Refresh ” Jumpto H Graph H Player H Next non-Ok H Close |

Video Streams use the “Mark” attribute to indicate when a Frame ends. In a video
stream, groups of packets with the same timestamp indicate that the packets belong to
the same Frame. In the example below there is a sequence of 3 packets with a
timestamp 710220400 and the last packet has the “Mark” attribute set. It is safe to
assume that the three packets belong to the same frame.

Diagnosing Media Issues on the Fusion Platform PUBLIC

32 of 74




cafex.com

-
[l 10232013 235.pcap [Wireshark 164 (SVN Rev 39941 from /trunk-1.6)) - — - -

File Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help
Beves DEXRe Ao+ T L EE QB @88 % 8

Filter: | (ip.src==1010121 848 udp srcport==50044 8.8 ip.dst==101013136 { - | Expression... Clear Apply

Mo, Time Source Destination Protocol Length Info =
= — 10.10.13.1 = =

¥ Time=102 7
17450 11.5 3?3&14 10 10 12_1_ E 272 w=ngrmucm TypE -100 SSIIC=0x3‘?16\IEPF seq—zaz-e_.,- Time=10235700, mark
4 i | [3
Frame 17419: 669 bytes on wire (5352 bits), 669 bytes captured (5352 bits) e
Ethernet II, Src: MS-NLB-PhysServer-01_d7:01:01:05 (02:01:d7:01:01:05), Dst: Vmware_88:46:3a (00:50:56:88:46:3a)
Internet Protocol version 4, src: 10.10.12.1 (10.10.12.1), Dst: 10.10.13.136 (10.10.13.136)
| user Datagram Protocol, src Port: 50944 (50944}, Dst Port: 16000 (16000)
= Real-Time Transport Protocol
I Ve e = version: RFC 1889 version (2)

n

I o . padding: False
..0 .... = Extension: False
.. 0000 = Contributing source identifiers count: 0
Az = Marker: True
Payload type: DynamicRTP-Type-100 (100)
Seguence number: 3014 &

0000 00 50 56 88 46 3a 02 01 d7 01 01 05 08 00 45 00
0010 02 8f 7f bd 40 00 ff 11 cc 03 Oa 0a Oc 01 Oa Da
0020 0d 88 ¢7 00 3e 80 02 7b 66 a0 80 e4 Ob c6 00 9b
0030 f3 70 32 16 4e ff d1 33 e3 56 74 ef c8 21 04 a9
0040 81 ba 6e f3 2e 17 04 9c 49 62 ab 62 81 9e 9b 03
0050 8c 21 7a 39 bb 89 34 4d 5f <7 35 71 <6 0d cc 42
0060 f1 e9 fa c4 c3 7a 27 Of 95 56 80 f2 9b 9d bb 26

O‘ File: "C:\Users\thil.CAFEX\Downloads\1023... ‘ Packets: 68311 Displayed: 5946 Marke:ﬁ 0 Load time: ﬂ 02952 ‘ Profile: Default

»

Typically, audio codecs indicate the start of a ‘audio-burst’ with a “Mark” attribute. The
last packet of the video frame is “Marked” and wireshark has assumed that this packet is
the beginning of an audio-burst. Wireshark assumes that the timestamp is incorrect
because the last packet has the same timestamp; it is not possible to start a new
audio-burst with a previously used timestamp.

Essentially, these warnings can be ignored on video streams.
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Is STUN Working?

No STUN = No Media

If STUN is working correctly this rules out an issue with the media path on the WebRTC
side. This can be checked inside the pcap. To start open the pcap file and set the filer to
stun

4uce inmBRes=7IEEaaaE
(W st
For each WebRTC Client you should then see the following:

No. Time Source SrcPrt  Destination DstPrt Protocol Length Info

— 486 6.853167 192.168.30.84 58156 192.168.9.18 16681 STUN 144 Binding Request user: mN/o2Uhj:baffaa3d
481 6.653871 192.168.9.18 16001 192.168.30.84 58158 STUN 148 Binding Request user: baffaa3d:mN/o2Uhj
482 6.656769 192.168.30.84 581568 192.168.9.18 16861 STUN 1688 Binding Success Response XOR-MAPPED-ADDRESS: 192.168.9.18:16801
486 6.674898 192.168.30.84 58150 192.168.9.18 16081 STUN 144 Binding Request user: mi/o2Uhj:baffaa3d
487 6.674862 192.168.9.18 16081 192.168.38.84 58158 STUN 188 Binding Success Response XOR-MAPPED-ADDRESS: 192.168.38.84:58150
488 6.674989  192.168.9.18 16681 192.168.30.84 58158 STUN 148 Binding Request user: baffaa33:mN/o2Uhj
418 6.683493  192.168.306.84 58156 192.168.9.18 16681 STUN 188 Binding Success Response XOR-MAPPED-ADDRESS: 192.168.9.18:16881
1963 11.487112 192.168.38.84 58150 192.168.9.18 16861 STUN 148 Binding Request user: mN/02Uhj:baffaa3g
1964 11.488196 192.168.9.18 16881 192.165.38.84 58156 STUN 188 Binding Success Response XOR-MAPPED-ADDRESS: 192.168.308.84:58150
1965 11.488239 192.168.9.18 16001 192.168.30.84 58156 STUN 148 Binding Request user: baffaa3d:mN/o2Uhj
1966 11.490476 192.168.30.84 58156 192.168.9.18 166681 STUN 188 Binding Success Response XOR-MAPPED-ADDRESS: 192.168.9.18:16881

Where more than one WebRTC Client is being used you may need to be more specific
with filtering, by setting the source and destination port specific to each client:

stun && (udp.srcport == 58150 || udp.dstport == 568150)
Where 51850 is the udp port of the current client

No STUN in the pcap

A failed STUN setup may return no results, in this case either:
1. Media Broker has not received the STUN Request
2. Media Broker is not listening for STUN Requests

To resolve this you will need to ensure that
1. Media broker service is started and listening correctly
2. The Media Broker configuration is correct, specifically the Public and Local
IPs/Ports
3. Firewalls on the media path have the correct ports opened and forwarding
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4. Alocal firewall is not preventing communication (See: Local Firewall
Configuration)
5. selinux is disabled

Important: Media Broker needs to send outbound STUN towards web clients.
See: Testing the Local Firewall Ports
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The DTLS Handshake

As part of setting up the media paths there is a DTLS handshake. If this DTLS
Handshake fails, for whatever reason, media on the WebRTC side will not work. To
check this open the pcap file and set the filer to dtls

aAmse@e LERE ] es=xFT IEEQAQAQT
[ [ atis

Where more than one WebRTC Client is being used you may need to be more specific
with filtering, by setting the source and destination port specific to each client, e.g.

dtls && (udp.srcport == 58150 || udp.dstport == 568150)
Note:Where 51850 is the udp port of the current client

Working DTLS Handshake

An example of a working DTLS handshake is:

Na. Time Source SrcPrt Destination DstPrt Protocol Length Info
483 6.658606 192.168.9.18 16801 192.168.30.84 58150 DTLSvl.. 197 Client Hello
493 7.658398 192.168.9.13 16801 192.165.30.84 58150 DTLSvl. 197 Client Hello
495 7.664868 192.168.38.84 58158 192.168.9.18 16061 DTLSvl.. 717 Server Hello, Certificate, Server Key Exchange, Certificate Request, Server Hello Done
497 7.673989  192.168.9.18 16881 192.168.30.84 58150 DTLSv1.. 614 Certificate, Client Key Exchange, Certificate Verify, Change Cipher Spec, Encrypted Handshake Me..
499 7.686@59 192.168.30.34 58150 192.168.9.18 16001 DTLSvL. 119 Change Cipher Spec, Encrypted Handshake Message
2757 13.464151 192.168.9.18 16801 192.165.30.84 58156 DTLSvI.. 83 Encrypted Alert

Failed DTLS Handshakes

Examples of a failed DTLS handshake are below. This particular failure was seen, when
a very old version of FCSDK was used with a newer browsers (Chrome 56+, FF 51+).

No, Time Source SrcPrt Destination DstPrt  Protocol  Length Info
1388 6.2588@89 159.45.93.148 16006 56.150.80.192 59679 DTLSvl.. 197 Client Hello
1362 6.378998 50.158.80.192 59679 159.45.93.148 16000 DTLSv1.. 717 Server Hello, Certificate, Server Key Exchange, Certificate Request, Server Hello Done
1364 6.381839 159.45.93.148 16008 50.150.80.192 59679 DTLSv1l.. 59 Alert (Level: Fatal, Description: Internal Error)
1385 6.429334 50.150.80.192 59679 159.45.93.148 16008 DTLSv1.. 717 Server Hello, Certificate, Server Key Exchange, Certificate Request, Server Hello Done

Or you may see the handshake enter a loop:
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e T s S L Lot B vscover——rran i s nsscazees
76785 264.349355 0.0.0.0 68 255.255.255.255 57 DHCE 344 DACP Discover - Transacticn I0 OxiSead2es |
2068 4.723978  106.163.1.108 16003 6€.87.149.0 11774 DTLS1.0 105 Encrypred Alert
2500 6597147  108.163.1.108 16000 108.33.234.44 55265 DTLSVI0 105 Encrypred Alert
2680 12.325477 108.163.1.108 16004 6€.87.149.0 25240 DTLSVI.O 163 clien fello
2688 12,412172 106.33.234,44 51440 108,1€3.1,108 16002 DTLEV.0 145 Client Hello
2600 12.412834 108.163.1.108 16002 108.33.234.44 51440 DTLEV.0 860 server hello, Certificate, Certificate Request, Server Hello Dore
2000 12.458181 108.33.234.44 51440 108.1€3.1.108 16002 DTLEV1.0 1016 Certificate, Client Key Exchange, Certificate verify, Change Cipher Spec, Client Hello
261012,468321 106.163.1.108 16002 108,33, 23444 51440 DTLVLLO 135 Cnange Cipher Spec, Encrypted Handshake Message
3046 13.325625 108.163.1.108 16004 6€.87.149.0 25240 DTLSVI.0 183 Clien fello
3075 13.485284 €€.67.140.0 25240 108.163.1.108 16004 DTLEV.0 €56 Server Hello, Certificate, Certificate Request, Server Hello Dore
3082 13,495554 108.163.1.108 16004 6€.87.149.0 25240 DTLSVI.0 1276 Certificate, Client Key Exchange, Certificate Verify, Change Cipher Spec, Encrypred Har
3096 13.572709 €€.87.149.0 25240 108.163.1.108 16004 DTLEV1.0 135 Change Cipher Spec, Encrypted Handshake Message
33587 52.710787 106.163.1.108 16004 6€.87.149.0 25240 DTLEVI.0 105 Encryprad Alert
3354 52.713767 106.163.1.108 16002 108.33.234.44 51440 DTLSV.0 105 Encrypred Alert
32499 97.401060 108.33,234.44 51487 108.163.1.108 16002 DTLEV1.0 145 Client ello
36500 97401509 106.163.1.108 16002 108, 33.234.44 51487 DTLSVI.O 860 server Hello, Certificate, Certificate Request, Server Hello Dore
36503 97.441023 108.33.234.44 51487 108.163.1.108 16002 DTLEV.0 1018 Certificate, Client Key Exchange, Certificate Verify, Change Cipher Spec, Encrypred Har
36504 97450781 106.163.1.108 16002 108.33.234.44 51487 DTLSVI.O 135 Change Cipher Spec, Encrypted Handshake Message
36521 97.743235 106.163.1.108 16004 106.33.234.44 53099 DTLEV.0 183 Client Hello
36787 98.743364 106.163.1.108 16004 108.33.234.44 55090 DTLEV.0 163 Client Hello
36835 98.937842 108.33,234.44 55099 106.1€3.1.108 16004 DTLEV.0 €55 server hello, Certificate, Certificate Request, Server Hello Dore
36640 98, 948719 106,163.1,108 16004 108,33, 234,44 53099 DTLEVLL0 1276 Certificate, Cient Key Exchange, certificate verify, change Cipher spec, Encrypred Hai
36882 99.100257 108.33,234.44 55099 108.1€3.1.108 16004 DTLEV.0 135 Change Cipher Spec, Encrypted Handshake Message
58830 130. 264264 108.163.1. 108 16002 108.33.234.44 51487 pTLSVI.0 105 encrypred Alert
58850 130, 272303 108,163, 1, 108 16004 108.33.234.44 55099 DTLEV.0 105 Encrypred Alert
60098 207.20384747.199.169.238 55517 108.1€3.1.108 16002 DTLEV1.0 145 Client ello
60009 207. 204401 106.163.1. 108 16002 47.168.160.238 53517 DTLEVL.0 860 server Hello, Certificate, Certificate Request, Server Hello Dcre
60101 207.34554047.199.169.238 55517 108.1€3.1.108 16002 DTLEV1.0 1018 Certificate, Client Key Exchange, Certificaze Verify, Change Cipher Spec, Encrypred Hat
60137 208.032061 1C€.163.1. 108 16004 1€€.172.190. 55 3025 DTLSVIO 163 Client fello
60160 208. 350154 47.199.160.238 55317 106.1€3.1.108 16002 DTLEVI.0 1018 Certificate, Client Key Exchange, Certificace Verify, Change Cigher Spec, Encrypred Har
60183 209, 032194 1C£.163.1. 108 16004 1€€.172.190. 55 3025 DTLSVILO 163 Cliem fello
60185 209, 104311 1€€.172.190. 55 3025 108.1€3.1.108 16004 DTLEV.0 €55 server hello, Certificate, Certificate Request, Server Hello Dore
60186 209, 114987 106.163.1. 108 16004 1€€.172.190. 55 3025 DTLSVL.O 1276 Certificate, Client Key Exchange, Certificare Verify, change Cipher spec, Encrypred Har
60188 209, 192218 1€€.172,190. 55 3025 108.1€3.1.108 16004 DTLEV.0 135 Change Cipher Spec, Encrypted Handshake Message
60456 210.35427647.199.169.238 55517 106.1€3.1.108 16002 DTLEV1.0 1018 Certificate, Client Key Exchange, Certificate verify, Change Cipher Spec, Encrypred Har
61925 214.35912747.199.169.238 > 16002 DTLEV1.0 48 Certificate
61026 214.35924747.199.169.238 5 16002 DTLEV.0 466 Client Key Exchange, Certificate verify, Change Cipher Spec
61027 214.35929047.199.169.238 5 16002 DTLEV1.0 121 £ncrypred Handshake Message
65004 222.36175647.199.169,238 > 16002 DTLEVLO 488 certiticate
65005 222.36187147.199.169.238 5 16002 DTLEV1.0 466 Client Key Exchange, Certificate verify, Change Cipher Spec
65006 222.36187847.19.169.238 > 16002 DTLEV.O 121 Encrypted Handshake Message
71623 238364556 47.199.169.238 5 16002 DTLSV.0 489 certiticate
71624 238.36471347.199.169.238 5 16002 DTLEV1.0 466 Clien: Key Exchange, Certificate verify, Change Cipher Spec
71625 238.36473447.199.169.238 5 1631 16002 DTLEV.0 121 Encryprad Handshake Message
76471 249, 844952 1C8.163.1. 108 16004 1€€.172.190. 55 3025 DTLSVI.O 105 Encrypred Alert
76479 249, 851525 108.163.1. 108 16002 47.166.169.238 53517 DTLSV.0 105 £ncrypred Alert
510.110010 127.0.0.1 41120127.0.0.1 37085 HTTE 190 GET /staristics HTTP/1.1
520.119378 127.0.0.1 37085 127.0.0.1 41120 HTTE 794 ATT2/1.1 200 Ok (text/plain)

Drawing the Call Flow Sequence

Drawing out the call flow sequence can be useful when analysing complicated calls. In
the call flow you can record the relevant pieces of the SIP message and SDP.

SIP Side with Wireshark (from FAS)

The SIP call flow must be taken from the FAS. The Media Broker pcaps do not contain
SIP messages. However single box installs will contain both RTP and SIP dialogs.
Open the pcap in wireshark and decode all the rtp streams.

Then on the toolbar select Telephony | Sip Flows:
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[AX2 Streamn Analysis
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H.225
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WAP-WSP Packet Counter
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You will need to find the correct call. Complete calls that were ended will show a state of

Sta:’(fﬁme Stop Time Initial Speaker  From Te Protocol Packets State Comments
4420895  13.470637 192168918 "Userl" «<sip:1001 @ cs-gelabonl.cafex.com <sip:l054 @berlinicm SIP g COMPLETED INVITE 200

Highlight the appropriate call then click Flow Sequence in the bottom right corner:

(o ) (oo ] rrepre el iomsenenT I sy sveane] (v ]

This will draw the complete call flow as seen from FAS.
The image below is taken from a single box install so shows both SIP messages and the
RTP streams, note that the SIP messages are between 192.168.9.18 (FAS) and
10.10.10.30 (a PBX).
Note:

e You cannot see what PBX has sent to a SIP client side from here.

e Nor can you see the SDP sent to the webRTC client
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4.420895
4.425983
4.453003
6.290687
6.318604
6.423059
8.001930
8.339938
8.351523
9.395154
9.396891
13.467308
13.470637

192,168.9.18

LBETS
5B&TL
LSBETS
5BETS
LBETS
17040
17040
17088
17068
L5BETS
5BETL
LBETS
5BETL

10.10.10.30

1
INVITE SDP fo.,

1 10D Ty

180 Ringi

|

;@ OK SCP o

ACK

5060

|

SDeD

192.168.30.84

ig RTP (opus)

i RTP (ppus)

' RTP (H264)

i RTP {‘I'TIM]I

i INFC i 5050
I 200K
TN e

200 OK

506D

|

oyt oyttt e by R e e g T

SIP INVITE From: "Liseri” «sip: 1001 @8cs-gclshan.
SIP Status 100 Trying

SIP Status 1580 Ringing

SIP Status 200 OK

SIP Request INVITE ACK 200 CSeq:i

RTR 357 packets, Duration; 4294960,673s S5RC:
RTR 273 packets, Durstion: 4294959, 2955 SSRC: .
RTR 154 packets, Durstion: 4294958,957s SSRC:
RTR 235 packets, Durstion: 4254558, 545s SSRC:
SIP INFO From: "Liserl” <sip:1001@cs-gclsbonl. .
SIP Status 200 OK

SIP Request BYE CSeq:3

SIP Status 200 OK

As most installs are not single box you will need to click the relevant SIP message, this
will move wireshark’s display to the correct packet, where you can view the SIP SDP

(SIP INVITE in the case below:

Fle EOT View GO Uspture Analyze Smmsucs  lelephony  Viireless  1ools  Help

48 20 UBREB Ae==TsEBaaan

ter .. <Clrk/>

—J ~] Expression

+ MBRTP Example

5060 192.168.
RRR7R 1614 16

DstPrt Frotocol Length Info <]

Source  Sicert  Destmation
127.6.. 43368 127.6.6.1 48197 TCP
a2:1e:. ARP
52:bS:.. ARP
127.0.. 48197 127.6.0.1 43368 TCP
127.6... 43368 127.0.6.1 48197 HTTP
127.0... 48197 127.0.6.1 43368 TCP
127.6... 48197 127.0.6.1 43368 HTTP
127.6... 43368 127.0.6.1 48197 TCP
192.16. 8992 192.165.9.. 54687 HTTP
192.16.. 54687 192.168.9. B@92 TCP
192.16. 41972 192.168.2.. 53 DNS.
192.16.. 53 192.168.9. 41972 DNS
192.16.. 44129 192.166.2.. 53 NS
192.16.. 53 192.168.9. 44129 DNS
192.15. 34975 192.165.2.. 53 DS
192.16.. 53 192,168, 34075 DNS

52 58675 5868 SIP/SDP 2853 Requcst .|

.. 58675 SIP

om0 D

348 [TCP segment] |
62 Who has 192..
62 who has 192..] |
68 43197 + 4336

2851 POST /sdp/52.
68 23127 + 4336,

1816 HTTP/1.1 201
68 43368 + 4819,

1816 HTTP/1.1 261
68 54687 + 8092
83 Standard que.
99 Standard que.
87 Standard que..

122 Standard que.
&3 Standard que.|
99 Standard que.

562 Status: 4

Ssion Description
Session Description Protocol Version (v):
Owner/Creator, Session 1d
Session Name (s): -
» Time Description, active time (t): & @
> Media Description, name and address (m):
» Connection Information (c): IN P4 192.16i
Media Attribute (a):
Media Attribute (a):
» Media Attribute (a):
Media Attribute (a):
Media Attribute (a):
Media Attribute (a):

© Frame 213: 2053 bytes on wire (16424 bits), 2653
b Linux cooked capture
b Internet Protocol Version 4, Src: 192.168.9.18, Ds|
b Transmission Control Protocol, Src Port: 58675 (5
4 Session Initiation Protocol (INVITE)
i Request-Line: INVITE sip:1050§10.10.10.30 SIP/2
I Message Header

rotoco

(0): - 9188210

rtpmap:le9 opus/4s
fntp:109 maxplayback
rtpmap:@ PCMU/5008
rtpnap:8 PCMA/8666
rtpmap:18 G729/8000
rtpmap:96 telephane-

&% 5xA7% 2 SoRa |

192.168.9.18

4458003 58675

150 Rging

192.168.30.84
10.10.10.30

SIP INVITE From: "User1” <1001 8csoclabon.
SIP Stus 100 Tryng
SIP Status 180 Ringing

300 0K 5DP

6.290687 58675 s060 519 St 200 OK
6318604 o7 AKX soep TP Recest INVITE ACK 200 CSa 1

5.42389 17030 RTP (o) 20768 RTR 357 packets. Duraton: 4294960.8735 55AC:
8001930 17040 Hi2 2078 TR 273 packets, Duration: 4294969, 2965 SSRC:
8.339938 17088 RIP (h268) 2502 RTR 154 packets. Duration: 4294958,9575 SSAC
8.351523 17088 RIP (126 25026 TR 235 packets. Duration: 4294958 9455 SSACH
9.395154 seers | INFO 5060 SIP INEO Froms “User!” <sip: 10018 geisbonl.
9.396091 50675 200K | cpgp S1P Seatus 200 0K

13,967908 seers | BO'E so60 510 Requet YE Coaq

13.470637 58675 200K} soep SIP Statis 200 OK

When you are more familiar with the call flow, you can read the inbound Offers and
Answers reading the Media Broker sdp.log
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Advanced Packet Capture Analysis

Measuring Bandwidth

Currently, the easiest way to measure actual Bandwidth usage is to use Wireshark’s 10
Graph which can be found under Statistics.

1) Find the appropriate Filter for a stream:
_—— - v

Wl Wireshark: RTP Streams

Detected 19 RTP streams. Choose one for forward and reverse direction for analysis

SrcIP addr 1 Src port 4 DstIP addr { Dstport ¢ S5RC ¢ Payload = Packets 4 Lost -
10.2012.27 16810 101611653 16728 (5298365 RTPType-97 0 (0.03%)
10.16.116.53 16728 10.2012.27 16810 0x55304119 RTPType-97 12211 10 (0.1%)
101013136 16000 1010121 62810 (x4 FFTB2F5 RTPType-100 13891 -55 (-0.4%)
1010121 62910 101013136 16000 OxFFITB2DC RTPType-100 13496 -112(-08%) _
1n m | s

Foma.rd:- 10.2012.27:16810 -> 10.16.116.53:16728, SSRC=0x529B3C65
Select a reverse stream with Ctrl + left mouse button

| Unsclect || FindReverse |  Saveds || MarkPackets | PreparcFilter | Copy || Anabyze [ Close |

2) Copy the Filter from the Main Wireshark window:
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-
. tsharkpcap [Wireshark 1.6.4 (SVN Rev 39941 from /trunk-1.6)] —— & = e ]

|Eile Edit View Go Capture Analyze Statistics Telephony Tools s Help

Beoege EEXREE A+e»aTF 2 ([EE aaafl #BM% &

1 [a I |

Zi{< BHst==10.16116.53 &8 IZ| Expression... Clear Apply
Mo, Time Source Destination Protocol  Length srcport  destport  MNew Column  Info &
1 13809212645.981133000 10.10.12.225 10.10.13.255 NBNS 94 netbio netbios Name query N~
2 1389212646. 288029000 FiNetwor_56:3e:48 ARP 62 who has 10.1
3 1389212646.499974000 F5Networ_ec:ae:06 ARP 62 who has 10.1
4 1389212646.705177000 FiNetwor_ec:ae:06 ARP 62 who has 10.1 ~

s

Frame 1: 94 bytes on wire (752 bits), 94 bytes captured (752 bits)

Linux cooked capture

Internet Protocol Version 4, Src: 10.10.12.225 (10.10.12.225), Dst: 10.10.13.255 (10.10.13.255)
User Datagram Protocol, Src Port: netbios-ns (137), Dst Port: netbios-ns (137)

NetBIOS Name Service

0000 00 01 00 01 00 06 00 50 56 b2 12 c1 00 00 08 00 MR
0010 45 00 00 4e 20 6f 00 00 80 11 eb 3c Da Oa Oc el s e
0020 0Oa Oa Od ff 00 89 00 89 00 3a 86 24 be d1 01 10 O -
0030 00 01 00 00 00 00 00 00 20 46 48 46 41 45 42 45  ........ FHFAEBE
0040 45 43 4f 45 42 45 46 46 49 46 41 43 4T 45 44 45 ECOEBEFF IFACOEDE

ANEMA_ Cn An A3 A1 A1 A1 A1 AN AN 30 nn nd nracAcan A

|F... | Packets: 102477 Displayed: 102477 Marked: 0 Load time: 0:01.953

3) Paste the Filter into the 10 Graph and set the Y Axis to Bits per Second

-
[l Wireshark 10 Graphs: tshark pcap

=)

— 1000000

0s 205 205 605 80s 1005 120 1405 1605 1805 2005 pr8 2405
<[ m, ] v
o o
[eragnsi 2012.77 88 udpsray 18 ip.dst==10.16.116.53 Bi8t udp.dstport==16728 & rtp.ssrc==0+52983C65] Style: Line | = | | Tickintervali1 sec l
Graph 2| Color [ Fitter:| Style: Line T | Pipertice s [2]
View a5 time of day
clor [ Fier Style: Line =]
Graph ] Color [Fitter; sy tine =]y e [o]
Style Line || Scale  |Auto B3
Save Close

We can see the stream

is running at approximately 500kbits™
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Analysis of an SIP audio stream

[l Wireshark: RTP Strearms - B e ~ & — — (=] E ]
Detected 10 RTP streams. Choose one for forward and reverse direction for analysis

Src IP addr { Srcport 4 DstIP addr 4 Dstport 1 SSRC 4 Payload =~ Packets { Lost 4 Max Delta (ms) 4 May litter (ms) 4 Mean Jitter (ms) { Pb? L]

1010121 57840 101013136 16000 0xB39E333E g7l 4181 41 (1.0%) 74568 57.86 2563 X

101013136 16000 1010121 57840 0x516F4E43 g711u 4114 10 (0.2%) 56.99 1154 761 X

10.16.116.53 16840 10201227 16624 0:E8FLA409 g711u 4142 0 (0.0%) 2178 039 013 i
I 10201227 16624 1016.116.53 16822 0xC3916941 g711lU 4 0 {0.0%) 002 352 1489 i
|| 10.2012.27 16624 1016.116.53 16840 0xCF139E04 g7l 1918 10 (0.5%) 159.79 276,67 780 X

1010121 57840 101013136 16000 0xD94ACESS Reserved for RTCP 1 0{0.0%) 0.00 0.00 0.00

1010121 57840 101013136 16000 0x3B6155CA RTPType-100 13359 -463 (-3.6%) 0.00 0.00 0.00 X
: 101013136 16000 1010121 57840 0:11E58589 RTPType-100 16835 -11088 (-192.9%)0.00 0.00 0.00 X

10.16116.53 16866 10.20.12.27 16590 0x17FEABDD RTPType-97 5009 1(0.0%) 0.00 0.00 0.00 X

10.2012.27 16590 1016.116.53 16866 0x7E30B814 RTPType-97 7588 0{0.0%) 0.00 0.00 0.00 X

Select a forward stream with left mouse button, and then
Select a reverse stream with Ctrl + left mouse button
Unselect ]l Find Reverse ” Save As ][ Mark Packets ” Prepare Filter H LCopy ” Analyze H Close

The audio from Media Broker to the SIP phone is not encrypted and can be heard using
wireshark’s RTP Player, by Selecting the appropriate Stream and pressing Analyze then
selecting Player. The stream needs to be decoded, for now select a large Jitter Buffer
(200ms).

_ :
[ tshark pcap - ValP - RTP Player E=EE

(W b T T A R i
w Tl Pl O P | I. q
: L 1111 i1 I —1
T T —T T =) T T T
35s 365 37s 38s 39s 40 s 41s 42 s
4 1] g
] From 10.20.12.27:16624 to 10.16.116.53:16840 Duration:86.41 Drop by Jitter Buff:103(5.4%) Out of Seq: 5(0.3%) Wrong Timestamp: 179(9.3%)

[T View as time of day

Ji‘tterbuﬂer[ms]!iﬂﬂ ['-:f: ] Use RTP timestamp ’ Decode ] | Play | | Pause i i Stop | | Close I

The Stream is clearly disrupted with sequence errors from 36s onwards.

Stream Analysis

Wireshark provides some Stream Analysis, which is helpful for audio diagnosis.

In this example, wireshark shows clumping on the inbound g711 stream. Bursts of
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inbound packets arrive in large groups and later than expected:

[ Wireshark: RTP Stream Analysis =[5 e
Forward Direction | Reversed Direction |
Analysing stream from 1010121 port 57840 to 10.10.13.136 port 16000 SSRC = 0:B30E333
Packst ~ Sequence 4 Delta(ms] 4 Filtersd Jitter(ms] 4 Skew(ms) 4 1P BW(kbps 4 Marker 4 Status ‘-
T e v o i it
18205 20508 000 257 24382 7896 [0K]
18207 20509 000 235 22983 3064 [0k
18208 20600 146 236 2143 8232 [0k
18211 20601 007 268 19436 8400 [0k
18222 20602 %593 263 20029 8568 [0k]
1824 20603 78 2104 18817 8736 [0k]
18231 20604 7L 1987 185,88 89.04 [0k
18300 20605 154,60 708 32048 792 [0k
18301 20606 002 2660 -300.50 7560 [0k
18302 20607 000 2618 28050 728 [0k] f
18303 20608 000 2580 26050 7896 [0k] =
1830 20600 0.00 543 24051 064 [0k]
18305 20610 0 2509 22052 8232 [0K]
18306 20611 007 w77 20058 8400 [0k
18307 20612 002 247 18061 8568 [0k
18313 20613 236 215 18397 8568 [0k] I
18322 20614 1981 172 18378 .00 [0k]
18335 20615 2069 240 18446 8568 [0k "
18360 20616 1946 1916 18202 8568 [0k
18461 20617 mn 239 28517 7560 [0k
18510 20618 272 238 30289 792 [0k
18512 20619 012 263 28301 7560 [0k]
18518 20620 405 215 -267.05 728 [0k]
18519 20621 002 295 24707 7896 [0k]
18510 2062 000 277 27708 3064 [0k
18571 20623 000 259 -207.08 8232 [0k
18523 2064 006 24 874 400 [0k
18540 20625 1587 27128 18301 568 [0k]
18507 20626 2866 2050 19168 .00 [0k] :
Max delta = 745,68 ms at packet no. 39012
Max itter = 57.86 ms. Mean jitter = 25.63 ms.
Ma 110634
Total RTP packets = 4222 (expected 4222) Lost RTP packets = 41 (0.97%) Sequence errors = 4
Duration 88.50 = (-778 ms clock drift, corresponding to 7930 Hz (-0.88%)
[ sovepoyload.. || saveascov.. | Bevesn || wmpto || Gepn | Player ][ Netnonok [ clese |

G711 packets should arrive every 20ms. The Delta is the time between packets and the
example above shows that 18301 to 18313 have all arrived at the same time at packet
18300 which recorded a Delta of 154ms. Also, the skew is large, this indicates that the
audio packet has arrived ~180-290ms late, relative to their expected packet arrival time.

As a comparison, the inbound stream from the SIP phone; which is considered good;
has a consistent 20ms Delta, a Jitter value of almost 0 and a Skew of only 3ms.

H.264 Codec

The first keyframe contains will typically contain the Sequence Parameter Set which
contains information common to all the pictures in the H264 stream.

This will contain information like the H.264 profile being used that should match the SDP
negotiation:
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H.264 Profiles:

profile-level-id define the properties of the incoming H.264 stream. It indicates the
profile level the decoder must comply to in order to decode the incoming NAL unit
stream.

It is a Base16 representation of 3 bytes in the SPS of NAL unit.
1 byte - profile_idc

1 byte - profile_iop

1 byte - level_idc

for example, profile-level-id=42E015 imply

profile_idc = 42 imply Baseline profile

profile_iop = EO imply only common subset of profile is supported
level _idc = 15 imply level 2.1

In general, profile-level-id and packetization-mode identify the media format
configuration for H.264

See RFC 3984 Section 8.1 for details

Check http://en.wikipedia.org/wiki/H.264/MPEG-4_AVC#Levels for more details on
specific levels.

The SPS can be used to verify what an H264 stream contains:
https://cardinalpeak.com/blog/the-h-264-sequence-parameter-set/

H264 Decoding

If you know an unencrypted/decrypted stream is H264, but wireshark isn't showing it as
such, go to preferences->protocols->h264 and set the payload type to the one for the
h264 stream. If multiple are needed then it can take a comma separated list (no spaces).
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Finding the Sequence Parameter Set

[ -3809548392806493501 sip._sends H264 to_mb 3586981564,pcap [Wireshark 164 (SVN Rev 33941 from ftrunk-16)] @
Fle Edit View Go Cspture Analyze Statistics Telephony Tools Intemsls Help
Suose BEEAXRE AesrdT L

Filter: |

e[ @mEm|g B

lear Apply

h NTPTimestam
= =

m:ﬁmxm%ggs

Frame 1: 67 bytes on wire (536 bits), 67 bytes captured (536 bits)

Linux cooked capture

Internet Protocol version 4, src: 150.110.114.21 (150.110.114.21), Dst: 153.40.8.101 (153.40.8.101)
User Datagram Protocol, Src Port: 58016 (58016), Dst Port: 17036 (17036}

Real-Time Transport Protocol

[ H. 264

0000 00 00 00 01 00 06 00 1a ez 65 di 00 00 00 08 00 -
0010 45 00 00 33 ce 32 00 00 37 11 Ob 77 96 Ge 72 15

0020 99 28 08 65 e2 a0 42 8c 00 1f 00 00 80 60 81 ea .( H
0030 14 5e 94 48 d5 cc fe bc 27 42 a0 14 95 a0 20 09 .4

0040 6c 04 02 i

F... | Packets: 2830 Displayed: 2830 Marked: 0 Load time: 0:00.162
plays

Audio & Video Analysis

Typically all the packets that create a frame are sent around the same time, so the deltas
in video streams are not comparable to those of audio streams.

1) Select the Stream to Analyze and Prepare a Filter

2) Alter the filter to only include Marked Packets - append: && rtp.marker==true
3) Apply the filter

4) Save the Displayed Packets as a CSV and Open in Excel (or equivalent).
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[ Wireshark: Export File s s — e — -
Savein: [ Desktop ~| «mekmE-
S FDuwe
| Recert Places System Folder |

|| thill

e System Folder
I -
| S &l Computer
e, W/ 5ysicm Foldes

=
| - Networlc
Computer System Folder

~
| pert
Network. l | File folder
|
I \EL nnd filee
I File name: = a

Save as bype: [CSV (Comma Separated Values summary) ("=t v |

ol

Packet Rang Packet Fomat

" Capiured %' Displayed Z Packet summany line
 Alpackets 102477 6013 ¥ Packet detals:
 Selected packst i 1 [edwiared =]
€ Maiked packels
€ Firstto last marked LBl
© Range.
I Remove lanored packets

I™ Each packet on 3 new page

oo oo
oo oo

5) Add a New Column “Frame Deltas”

6) The Delta is equal to the Difference in Time*1000 from the previous packet and the
current packet

7) This can be used to identify unusual ‘frame’ behaviour.
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& - - B MCU_to_MB_KEYFRAMES - Microsoft Excel - [E=R ]
! Home | Insert Page Layout Formulas Data Review View @ e = B £

EE ::av Calibri %WrapTex‘t General ki I ﬁ @ E- Q‘ rjj é: ﬁr ﬁ

Paste B I U- B Merge & Center » | @@~ 8, 4 | %8 ;% | Conditional Format Cell | Insert Delete Format Sort & Find &
R § = 9% O 0 ormatting v as Table v Styles | v - - " Filter = Select =
Clipboard i | Font | Alignment = | Number = | Styles | Cells | Editing |

e

R3 - £ | =B3*1000-82*1000

b | E | F | « | o« I ' | «x [ + [ m | & [ o [ » | o IIEN s [ - | uF

srcport  Destinaticdestport Protocol Length  NTPTimes Info

»

58016 153.40.8.1 17036 RTP 599 33262 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33262, Time=341742664, Mark 0
58016 153.40.8.1 17036 RTP 212 33262 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33263, Time=341748670, Mark
58016 153.40.8.1 17036 RTP 64 33264 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33264, Time=341751673, Mark 33.143
58016 153.40.8.1 17036 RTP 64 33265 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33265, Time=341754676, Mark 35.183
58016 153.40.8.1 17036 RTP 64 33266 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33266, Time=341757679, Mark 33.208
58016 153.40.8.1 17036 RTP 64 33267 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33267, Time=341760682, Mark 33.215
58016 153.40.8.1 17036 RTP 64 33268 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33268, Time=341763685, Mark 33.202
58016 153.40.8.1 17036 RTP 64 33269 PT=DynamicRTP-Type-96, SSRC=0xD53CCFEBC, Seq=33268, Time=341766688, Mark 33.22
58016 153.40.8.1 17036 RTP 64 33270 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, 5eq=33270, Time=341769691, Mark 33.17
58016 153.40.8.1 17036 RTP 64 33271 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33271, Time=341772634, Mark 33.236
58016 153.40.8.1 17036 RTP 200

58016 153.40.8.1 17036 RTP 466 B
58016 153.40.8.1 17036 RTP +

58016 153.40.8.1 17036 RTP 160 7
58016 153.40.8.1 17036 RTP il L
58016 153.40.8.1 17036 RTP )

58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP
58016 153.40.8.1 17036 RTP

BRI A B I S N R A I B B 1 I E R B

]
58016 152.40.8.1 17036 RTP 5 ’ 460 660 3450 s alm 12|m b
58016 153.40.8.1 17036 RTP oF FIZEE PT=DYIENICRTP=TYPE-90, S5RUSUXDIULFEBL, SEU=33265, [E=33 1825 /43, VIark IELT
58016 153.40.8.1 17036 RTP 64 33289 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33289, Time=341826748, Mark 35.175
58016 153.40.8.1 17036 RTP 64 33290 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33290, Time=341829751, Mark 33.227
58016 153.40.8.1 17036 RTP 64 33291 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33291, Time=341832754, Mark 31.235
58016 153.40.8.1 17036 RTP 64 33292 PT=DynamicRTP-Type-96, SSRC=0xDSCCFEBC, Seq=33292, Time=341835757, Mark 35.177
58016 153.40.8.1 17036 RTP 64 33293 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33293, Time=341838760, Mark 33.182
58016 153.40.8.1 17036 RTP 64 33294 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33294, Time=341841763, Mark 33.228
58016 153.40.8.1 17036 RTP 64 33295 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33295, Time=341844766, Mark 33.179
58016 153.40.8.1 17036 RTP 64 33296 PT=DynamicRTP-Type-96, SSRC=0xDSCCFEBC, Seq=33296, Time=341847769, Mark 33.238
58016 153.40.8.1 17036 RTP 64 33297 PT=DynamicRTP-Type-96, SSRC=0xD5CCFEBC, Seq=33297, Time=341850772, Mark 33.212
58016 153.40.8.1 17036 RTP 654 33303 PT=DynamicRTP-Type-96, SSRC=0xDSCCFEBC, Seq=33303, Time=341856778, Mark 173.895
58016 153.40.8.1 17036 RTP 670 33304 PT=DynamicRTP-Type-96, SSRC=0xD5CCFERC, Seq=33304, Time=341859781, Mark 13.674 IIIEI
M 4% M| MCU_to_MB_KEVFRAMES %2 ik [ I [ »
| Ready | Average: 17360,25343  Count: 1915 Sum: 33210164.51 ‘ B 1003 (S——L——(F) .

You can perform similar analysis with audio streams.

Generally, this helps us determine how well behaved a stream is; areas with high-deltas
help indicate where in the call problems are occurring. Reasons for high-deltas may
include:

Areas of High Packet Loss

Queued traffic in the network

Delayed Packets in the network
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Measuring Retransmissions

It is often useful to separate retransmissions from the original stream.
This is a many step process:

1. Take an appropriate capture - in this example we've taken it from Media Broker
2. Separate the Stream using an appropriate filter
3. Perform Stream Analysis:

4. Save the Stream as a CSV

[ Wiresharic RTP Stream Analysis + Ll K -— " g - — - ==
Forward Direction | Reversed Direction |
Analysing stream from 172.31.252.20 port 16000 to 17231252100 port 64203 SSRC = OxEDSABFCE
Packet + Sequence 4 Deltafms) 4 Filtered Jitter(ms] ¢ Skew(ms) « 1P BW(kbps 4 Marker 4 Status £
61 30422 000 0.00 0.00 682 SET [0k El
& 3m3 000 .00 0.00 1326 SET [ok]
6 30424 000 0.00 0.00 2024 SET [0k]
& 30425 000 0.00 0.00 288 SET 1ok
65 3046 000 0.00 0.00 25 SET [0k
6 30427 000 0.00 0.00 3696 SET [ok]
n 30427 000 0.00 0.00 3946 SET  Wrong sequencenr.
61 30006 000 0.00 0.00 1022 Wrong sequence nr.
62 30007 0.00 0.00 0.00 2045 [0k
63 3008 000 0.00 0.00 575 SET Incomect timestamp
614 30009 000 0.00 0.00 3508 [0k
615 30910 000 0.00 0.00 1520 [0k
66 31 000 0.00 0.00 5125 SET Incomect timestamp
67 312 0.00 0.00 0.00 6147 [0k]
68 3613 000 0.00 0.00 7170 [ok]
619 301 000 0.00 0.00 102 [0k
60 3015 000 0.00 0.00 9214 [0k
621 30916 000 0.00 0.00 10237 [0k
622 e 0.00 0.00 0.00 11259 [ok]
63 3018 000 0.00 0.00 11496 SET Incomect timestamp
64 3610 0.00 0.00 0.00 12518 1ok
625 3080 000 0.00 0.00 13541 [0k
66 3en 000 0.00 0.00 14077 SET Incomect timestamp
61 32 000 0.00 0.00 15099 [oK]
68 3w 0.00 0.00 0.00 18122 [ok]
60 30 0.00 0.00 0.00 17144 [0k A
Mox delta = 0,00 ms at packet no. 0
Maxj 00 ms. Mean jtter = 0.00 ms
Max skew = 0.00 ms.
Total RTP packets = 3280 (expected 3280) Lost RTP packets = -704 (-21.46%) Sequence erors = 708
Durstion 80,60 5 (0 ms clock drft, corresponding to 1 Hz (+0.00%)
Seve paylosd... | Saveas CaVn Refresh Jump to Graph Player Mext non-0k Close

5. Open the Steam in Excel:
6. Create a New Column for Identifying Wrong Sequence Number:
a. Something like this: =IF(I13="Wrong sequence nr.",A3,")
b. A Better way is to look for recurring sequence numbers:
=IF(ISNA(VLOOKUP(B3,$B$%2:B2,1,FALSE)=B3),A3,")
7. Have a Column for creating the appropriate filter:
a. Something like : =IF(M3="","", CONCATENATE("frame.number==",M3))
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b. or: use ISNA if #N/A comes up
8. Have a Column that concatenates a big filter:
a. Something like: =IF(N3="",02,CONCATENATE(O2,"|",N3))

9. Copy the Filter in Wireshark, it should look like:

||frame.number==61||frame.number==62||frame.number==63||frame.number==64

a. You'll need to remove the first || and the last character
10.Now you can use wireshark’s filter to differentiate between the original stream and

retransmissions:

Ml Wireshark 10 Graphs: -760482317945783736_browser.receives VP8_from mb, 3764031432 decrypt.pcap [ESTER )
500
i
! |- 250
0
1 R G
Graph XA
[Grapha] color [Fitter: (frame.number==61 [frame number==62} ber==63[ff ber==64frar| Style: Line [ =] [7] Smooth || Tick interval{1sec  [~]
[Graph] color [Fitter: | (frame number==61] frame.number==62/[frame number==63 ber==64]fran| Style: Line |« [7] Smooth || Pixetsperticks |10 -]
View as time of day
[Graph] oo [Fitter | | style: tine  [=] [ Smooth =
Graph 4| Colo [ | stylesLine [ =] (91 Smooth || yie [Packets/Tick [
Graph 5 Cclcr| | Style: Line S Smooth | Scale: |Auto X
Smaoth: | Nofilter -
Help Copy Save Close

This graph shows the results from a wireshark of an isolated video stream:
e Oiriginal stream in black
e Transmissions in red
e Total in Green

Diagnosing Media Issues on the Fusion Platform PUBLIC

49 of 74




cafex.com

Double Packets

When a tcpdump is performed using the -i any option the capture is taken above the
interface layer. We have seen some capture taken at Media Broker that contain
duplicates for packets being sent by Media Brother. These should have only been
targeted at a single interface, but at the level the capture is taken the packet is presented
to both interfaces.

Duplicate packets can disrupt analysis, but they can be removed using the following
wireshark utility:

editcap -d orig.pcap noDups.pcap

Analyzing Streams on a Network Bridge

In this example zeroshell is being used to limit bandwidth across as a network bridge.
This section is not a tutorial for setting up Zeroshell or capturing packets from the
zeroshell machine. Instead, it contains some useful wireshark filters for determining
which interface packets are flowing through on the transparent network bridge.

On the bridge each packet is displayed twice: on the way in, and on the way out.
Assuming that a capture on any-interface was performed; they can be distinguished by

the “Linux cooked capture information”.

The following filters can be used:

Filter Packets
(sll.pkttype==3) Unicast to another host
(sll.pkttype==4) Sent by us

These can be used to filter an srrc stream in the capture:
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We can see above that Zero Shell has flattened or limited the bandwidth available.
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Picture Quality

Picture Loss Recovery

When a video steam cannot be rendered a new keyframe is required. These are
requested by a client in a number of ways:

e PlLls,

e RFC2032 FIRs

e SIP INFO.

PLIs are the only mechanism on the web side, so MB injects PLIs into a stream when it
receives FIRs or INFOs. Media Broker can translate between PLIs and FIRs on the SIP
side meaning any FIRs going to MB are sent as PLlIs to the web client and any PLIs sent
by the web client will be translated to FIRs on the SIP side.

PLIs can be found in the RTCP stream:

9105 21,983580 192.168,.19.29 17089 192,168,18.38 20235 RTCP 76 Receiver Report

9112 21,993169 192.168.19.29 17089 192.168.18.38 20235 RTCP 76 Receiver Report

9113 22,003537 192.168.19.29 17089 1892.168.18.38 88 Receiver Report Payload-specific Feedback FLI
9132 22,033741 192.168.19.29 17089 192,168.18,38 20235 RTCP 88 Receiver Report Payload-specific Feedback (ke
9165 22.073769 192.168.19.29 17089 192.168.18.38 20235 RTCP 88 Receiver Report Payload-specific Feedback FLI
9172 22,.084397 192.168.19.29 17089 192.168.18.38 20235 RTCP 100 sender Report Source description

If you want to filter, auto-completion can help to write a wireshark filter for sub-types:
rtcp.psfb.fmt==

rtcp is the packet type, psfb for payload specific feedback which is the section type for
PLls, and fmt is the feedback message type).

The corresponding RTP stream will hopefully contain a keyframe shortly afterwards.
The filter: h264.nal_unit_hdr can help you find them:

Diagnosing Media Issues on the Fusion Platform PUBLIC
52 of 74




cafex.com

(R](h264.nal_unit_hdr == 7 && udp.dstport == 17088) || sip B4 ~-| Expression.. + UDP
Mo,

‘Time ‘Source Src Por Destination ‘Dst Por Protocol iLength Info

111 2.547425 192.168.18.38 20234 1892.168.19.28 17088 H264 PT=H264, SSRC=0x81FEB483, Seq=39492, Time=3777664813 SPS

3623 13.010355 192.168.18.38 20234 192 .168.19.28 17088 H264 PT=H264, SSRC=0x73DOCODZ, Seq=5808, Time=12796863953 SPS

9136 22.045440 192.168.18.38 20234 192.168.19.28 17088 HZg4 FT=HZE4, SSRC Seq=6278, Time=1280499955 SPS
8716 23,.379776 182 .168.18.38 20234 192.168.19.28 17088 H264 FT=HZG4, SSRC= ¥ 331, Time=12806193956 SPS

0K

Finding PLIs

This filter will help find PLIs and was useful in diagnosing an issue with ICMP errors:

icmp || sip || rtcp.rtpfb.fmt

M <th0_diagnostic_logging_tcpdump.pcap [Wireshark 1.12.0-rc2 (v1.12.0-rc2-0-gfd017ee from master- _ —

file Edt View Go Captwre Analyze Statistics Telephony Took Intemals Help

camg B a¢soT2IEE Qe @88 % B2

Filter. El&pmsianm Clear Apply Save

Ne. Time Source srcport_Destinaion destport Protocol_Length NTPTimestamp _Info -
LBy CUke s TA0 i UL L L. OV FUUY LA La Shs £IEe 2 LS e aan Slacus. tou myiyg |

2046 2014-07-18 12.516872000 172.31.252.55 s‘ip 172.31.252.110 1c1vtthIP/SDG 1322 Status: 200 OK

2063 2014-07-18
2109 2014-07-18
2114 2014-07-18
2171 2014-07-18

12.549483000 172.31.252.110 icl-tw172.31.252.55  sip  sIp 764 Request: ACK sip:172.31.252.55:5060; transport=tcp
12.644349000 172.31.252.110 30763 172.31.252.76 sip SIP/SDF 447 Reques’
12.658110000 172.31.252.76 sip 172.31.252.110 30763 sIP 494 Status
12.719292000 172.31.252.76 sip 172.31,252.110 30763 sSIP/SDF 683 status: 200 OK |

2177 2014-07-18 12.725071000 172.31.252.110 30763 172.31.252.76 sip  sIp 616 Request: ACK sip:edna@lync.cdflab. cafex. com; opaque-user :epid:WAAUMLpMLV21a0VICEXVAWAA; gruu |
2252 2014-07-18 12. 868061000 172.31.252.110 icl-tw172.31.252.55 sip  SIP/sDF 638 Request: INVITE 5ip:172.31.252.5 in-di

2263 2014-07-18 12.880697000 172.31.252.55 sip 172.31.252.110 icl-twcsIP 651 Status: 100 Trying |

2323 2014-07-18 13.071899000 172.31.252.55 sip 172.31.252.110  icl-twcSIP/SDF 1322 Status: 200 OK |

m

2349 2014-07-18
4738 2014-07-18

1

1

1

1

1

1

1

1

1

14:00:13.138158000 172.31.252.110 fcl-twl72.31.252.55  sip  SIp 764 : ACK sip:172.31.252. 55:5060; transportstep

1
4741 2014-07-18 1

1

1

1

1

1

1

1

1

1

1

es |
16.922284000 172.31.252.55 17037 172.31.252.110 RTCP sender Report source description Payload-specific  Generic RTP Feedback
16.923294000 172.31,252.110 56007 172.31.253.194 Generic RTP Feedback
16.957472000 172.31.252.110 icl-twl72.31.252.87 i Request: OPTIONS sip:172.31.252.87:5060; transpert=tep |
16.957925000 172.31.252.110 icl-tw172.31.252.77 Request: OPTIONS sip:172.31.252.77:5060; transport=tep |
16.959393000 172.31.252.87 sip 172.31.252.110  icl-tweSIP Status: 200 OK |
16.970703000 172.31.252.77 sip  172.31.252.110 Status: 500 Request ot handled by app |
21.233183000 172.31.252.55 17037 172.31.252.110 56003 RTCP sender Report source description Payload-specific  Generic RTP Feedback
21.233773000 172.31.252.110 56007 172.31.253.184 RTCP Generic RTP Feedbacl
25.805417000 172.31,252.55 17037 172.31.252.110 RTCP sender Report Source description Generic RTP Feedback
31.494590000 172.31.252.55 17037 172.31.252.110 RTCP Sender Report Source description Generic RTP Feedback
32.668944000 172.31.252.110 56007 172.31.253.194 RTCP Generic RTP Feedback
32.670731000 172.31.252.110 56007 172.31.253.194 RTCP Generic RTP Feedback

4759 2014-07-18
4760 2014-07-18
4761 2014-07-18
4780 2014-07-18
7477 2014-07-18
7481 2014-07
9962 2014-07
11649 2014-07
12033 2014-07
12040 2014-07-18

@ Frame 2349: 764 bytes on wire (5112 Mts) 764 IM:es captured (6112 bits)
® Ethernet II, src: 00:0c:29:50:8; 3:e6), Dst: 00:0c:29:74:de:8F (00:0c:29:74:de:8F)
@ Internet Protocol version 4, src: 172 31 252.110 (172.31.252.110), pst: 172.31.252.55 (172.31.252.55)
@ Transmission control protocol, src Port: icl-twobase? (25006), Dst Port: sip (5060), Seq: 4768, Ack: 3683, Len: 698
= session Initiation Protocol (ACK)
[ RequesT-Line: ACK s1p:i172.31.252,55:5060; transport=tcp SIP/2.0
F Message Header
© Via: SIP/2.0/TCP 172.31.252.110:5060; egr faul tzone; branch-z9hG4bK27 deff7 9bac €32f9C48F9024; proxy-cal 1-1d=d3fb2074-8948-4216-92bc-1bb492961ae2; rport
@ via: SIP/2.0/TLS 172.31.252.110:65070; branch-z9hG4bK4915a37F 5F 90a14852acad3ecfa00aabl6; received=172. 31. 252, 110; rpor t=34751; ingress-zone=ToMicrosoftLyncser ver vi aB2BUA
call-1p: 5238dda60850fb287066a7c2f35F42506172. 31.252. 55
® Cseq: 101 ACK
@ From: <sip:edna@lync.cdflab. cafex. coms; tag=c68cd3blecsb58a6
[ To: <s1p:1001@172. 31.252. 55>; tag=000000000603_5
Max-Forwards: 6
User-Agent: TANDBERG/4352 (X8.2-b2bua-1.0)
X-TAATag: fb2be499-bf06-4a88-8587-b72da153b2da
content-Length: 0

0000 00 Oc 29 74 de 8f 00 Oc 29 50 83 e6 08 00 45 00
0010 02 ee a6 58 40 00 40 06 40 cc ac 1f fc 6e ac 1f
0020 fc 37 61 ae 13 cd4 5a cd 39 fc a6 di b6 56 80 18 J7a.
0030 01 2f 53 ¢6 00 00 01 01 08 Oa ff ff 84 e8 Oc 89 /5.

0040 99 &7 41 43 4b 20 73 69 70 3a 31 37 32 ze 33 31 gack 5

2.31 .
. lg]* v.:m; 17775 Dl;pllyeﬂ m mx) -Load time: nnosns [ Profite: Defautt

The Screenshot shows:

e The call finishes setting up at 14:00:13 with receipt on an ACK.
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e Thereis a PLI at 14:00:21 - Marked with Payload Specific
e The first ICMP event happens at 14:00:32.
This was caused by a third party application crashing on receipt of a PLI.

RFC2032 FIRs & SIP INFOs

If PLIs do not appear to be working and you can't find any PLIs coming from a SIP device
it may be it uses RFC2032 FIRs and SIP INFOs (also known as PFUs or FPUs). SIP
INFOs received by FAS will normally result in the web client sending a keyframe as MB
translates them to PLIs in that direction, and FCSDK can be configured to have FAS
send SIP INFOs when the web client sends a PLI.

-
W Judp.port == 17021 || sip

h Info
835 Request: INVITE sip:

Source
182.168.19.28

\ Abs Time Time
+ 7 8937 8

‘Dst Por Protocol  Lengt
SDP

lguity.net |

In this example we can see lots of PLIs going from Media Broker to a SIP phone, but
none in the other direction; INFOs are being received however. Often the INFOs will
repeat until the phone gets a keyframe, but this device appears not to do that.

Looking at the DTLS, we can see the INFOs came in to the gateway, prior to the web
client finishes establishing its media path. Unlike standard RTCP these are sent on the

RTP ports and are effectively an RTCP packet containing just the FIR. With newer
versions of Wireshark it seems mostly it will automatically decode them as RTCP, but it
can't be relied upon, so there are two ways to filter for them.

284 09:37.38.701006 2.546762 192.168.19.29 17621 192.168.17 172 25929 RTCP 100 sender Report source description

318 B9:37:38,.734401 2.580157 192.168.19,29 17821 192.168.17.172 25929 RTCP 88 Receiver Report  Payload-specific Feedback FPLT
339 §9:37:38.765135 2.610891 192.168.19.29 170821 192.168.17.172 25929 RTCP 88 Receiver Report Payload-specific Feedback PLI
361 £9:37:38.793917 2.639673 182.168.19.28 17021 192.168.17.172 25929 RTCP 88 Recelver Report Payload-specific Feedback PLI
380 09:37:38.834036 2.679792 192.168.19.28 17621 192.168,17 172 25929 RTCP B8 Receiver Report Payload-specific Feedback [FiEIE
395 09:37:38.856268 2.702024 192.168,19.28 17021 192.168.17 172 25929 RTCP 88 Receiver Report Payload-specific Feedback PIE
3898 09:37.38.864752 2,710508 192.168.19.28 17621 192.168.17.172 25929 RTCP 88 Receiver Report Payload-specific Feedback PLI
417 09:37:38.905462 2.751218 182.166.19.29 17021 192.168.17.172 25929 RTCP 88 Receiver Report Payload-specific Feedback PLI
434 ©9:37:38.936365 2.782121 192.168.19.29 17821 192.168.17.172 25829 RTCP B8 Receiver Report  Payload-specific Feedback FPLT
452 093738, 965387 2.811143 182.168.19,28 17021 192.168.17.172 25829 RTCP 88 Recelver Report Payload-specific Feedback RIET
469 £9:37.38.897329 2.843085 192.168.19.28 17621 192.168.17.172 25929 RTCP B8 Receiver Report Payload-specific Feedback [k
4980 £9:37:39.027621 2.8B73377 182.168.19.28 17021 192.168.17 172 25929 RTCP 88 Receiver Report Payload-specific Feedback PLI
492 09:37.:39.037558 2.883314 192.168.19.2%9 17021 192.168.17 172 25929 RTCP B8 Receiver Report Payload-specific Feedback [k
511 09:37.:39.068647 2,914403 182.168.19.28 17021 192.168.17.172 25929 RTCP 88 Receiver Report Payload-specific Feedback PIEE
528 09:37:39.099476 2.945232 192.168.19.29 17821 192.168.17.172 25929 RTCP BB Receiver Report  Payload-specific Feedback FPLT

(W]udp.port == 17020 && I(rtp.p_type==102)]

Ma. Abs

94401

Time

2.540157 182,168.17.172

Source

r Destination
§ 192,168

Al gids

'Dst Por Protocaol
17020 RTCP

Lengtf Info

62 Full Intra-frame Request (H.261)
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Note:
If you want to check if PLIs or FIRs have raced in before the DTLS exchange has
completed and not repeated then you can create a filter that shows dtls or video
RTP/RTCP ports with rtcp packets.

dtls || ((udp.port==17020 || udp.port=17021) && rtcp)

NACK

When packet loss occurs in the video stream on the WebRTC leg of a call the main
recovery method used is Negative ACKnowledgement, a.k.a NACK. This is request for
retransmission of some RTP packets sent via a section in an RTCP packet, which should
result in the other end resending them if it still has a copy. If too much packet loss occurs,
NACKSs will not always be used, instead PLIs will be sent and old data given up on, or if
the round trip time is high (over 50ms) the stream will switch on ULPFEC which will result
in far fewer, if any, NACKs being sent.

As a result of encryption on the web side, any packet capture where you need to confirm
which NACKs are present in RTCP will need to be decrypted. It is possible to tell if
retransmissions of the requested RTP packets happens without decrypting, and if RTX is
not used then you can simply look at the sequence numbers to see which; however,
when RTX is used you will still need to decrypt to find out which are being resent.

RTX

Modern webRTC clients, support RTX, where NACKSs are not simple retransmissions.
You can tell if this is in use as both the offer and answer on the web side will include the
RTX codec, and have two SSRCs for the video media line which share the same MSID.

When in use responses to NACKs will be sent with the payload type for RTX and using a
separate set of sequence number; to tell the sequence number it was sent for you need
to look at the first two bytes of the payload. The extra sequence number is a special
feature of RTX packets that is removed once processing of it is done, so you will not see
it on the SIP side.
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Note: RTX appears multiple times with different payload types in more recent versions of
Chrome, you may see it in its FMTP attribute, but only one will be used and if there are
multiple in both the offer and answer negotiations the RTX will be the one for RED.

Fragmentation

UDP packets that are fragmented are not understood by any web clients, but if a packets
comes from the SIP side that is at or above the maximum MTU of the network for the
path between Media Broker and the FCSDK client then it will get fragmented as
encryption adds a few bytes to the packet.

To check quickly if fragmentation is present in a capture use the filter:

ip.flags.mf ==1 or ip.frag_offset gt 0.

If this results in "Fragmented IP Protocol" frames being show for a stream then
fragmentation will be a problem.

Adaptive Bitrate

Video endpoints distributed over the internet cannot guarantee a stable bitrate required
for real time communications. It is important that the stream of packets which construct a
video call arrive at their destination in a timely fashion; depending on the network
pathway between an client and Media Broker, network buffering or QoS restrictions may
limit or severely impact video performance.

Media Broker implements REMB (for WEB-RTC Clients) and TMMBR (for SIP Clients)
specifications so that Media Broker can monitor the RTCP Reports and react to the ever
changing environment clients may face.

These protocols will request more or less bandwidth from clients if the network conditions
change. If there is no change the protocol will maintain the current bitrate.

Media Broker allows the administrator to configure constraints on the bandwidth to
maintain video quality parameters can be met by the business requirement.
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In its current implementation Media Broker does not support Dynamic Video Resolution
Changes; this means if a call is established at 720HD this resolution will be maintained
throughout the call.

The Maximum and Minimum Adaptive Bitrate values, give bounds to the threshold that
the Media Broker will go to when rendering video

This value effects Media Broker in two ways:

1. Media Broker will request no-more or less than these value from Clients.

2. Media Broker will not use a value outside of this range to encode video. Media
Broker will ensure that the Video it generates is of an appropriate quality and not
render a 720HD video with insufficient bitrate, nor render video with an
inappropriately high bitrate with a diminished return.

The Initial Adaptive Bitrate value is used by Media Broker when sending video at the
beginning of a call before there is enough data collected from the RTCP to behave
appropriately.

In most consumer cases it is appropriate to set this value equal to the Minimum Adaptive
Bitrate; if the network is sufficient the bitrate of the call will improve shortly after the call
starts; however, some video solutions may prefer the video starts at a higher bitrate, in
which case clients on an insufficient networks will have a worse experience until the
bitrate falls.

The following diagram demonstrates how data is received at a client with an actual
physical bandwidth which is capped at 350kbps. Such a consumer will never be able to
receive more than 350kbps due to a limitation in their network capabilities.
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The graphs on the left hand side show what the user's experience will be when the Initial
Value is around 512kbps (more than the client's maximum). The graphs on the right
hand side show what happens for this user when the Initial value is set to 300kbps
(below the client's minimum).

The graph on the left shows the user will receive a poor video experience for the first few
seconds of the call (and data may be lost); the user will see degraded video and audio
may be effected.

The graph on the right shows the user's maximum bandwidth is reached very quickly and
there is very little interruption to the user's experience.

SIP-side considerations

In solutions where clients are establishing video calls to traditional SIP-based video
devices, such as deskphones, soft-UAs or MCUs the Media Broker can utilize the
network architecture for a better video experience.
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If SIP-endpoints are based in a dedicated network the Media Broker can apply a
fixed-bitrate to a video negotiation. This is advantageous because typically dedicated
video-networks can guarantee the network stability required for communications and thus
both endpoints can agree an optimal bitrate when the call is established.

The value of the fixed bitrate can be found in the Media Broker's proxy.properties file.
The property is sip.bitrate.override.main=4000000. This will set an AS parameter equal
to 4mbps in the SDP sent in requests on the SIP side.
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Finding TMMBR
In wireshark TMMBR appears inside a Generic RTP Feedback block of the RTCP:

P = T
M tcpdumppcap Wireshark 112,11 {v1.12,11-0-gc74c83¢ from master-1.12)] 5
Eile Edit View Go Capture Analyze 5Statistics Telephony Tools Internals Help

Po4dm s B Aen»dTLIEE QD EE®% B

Filter: |mip&&!rlp |Z|Exprms'|on... Clear Apply Save

Destination Dest Pert  Protecol Length Info ) -
D 192.168.0.64 51696 RTCP 138 sender Report -
£ 192.168.0.29 16000 RTCP 114 sender Report
5 172.31.252.29 17001 RTCP 76 application specific { Flux ) subtype=1
5 172.31.252.29 17001 RTCP 76 application specific { Flux ) subtype=1
3 172.31.252.29 17001 RTCP 76 Application specific { Flux ) subtype=1

120 sender Report source description Generic RTP Feedback

172.31.252.29 17005 RTCP 80 Application specific { Flux ) subtype=1
F172.31.252.29 17005 RTCP 80 Application specific { Flux ) subtype=1
F172.31.252.29 17005 RTCP 80 Application specific { Flux ) subtype=1
l172.31.252.105 20585 RTCP 100 Sender Report  Source description
0 192.168.0.64 51696 RTCP 162 Sender Report
5 172.31.252.29 17001 RTCP ?6 AppTlcatlon 5pec1f1c { Flux ) 5ubtype=1 .
‘ F I | 5

@ Frame 1293: 120 bytes on wire (960 bits), 120 bytes captured (960 bits)

# Linux cooked capture

® Internet Protocol version 4, Src: 172.31.252.29 (172.31.252.28), Dst: 172.31.252.105 (172.31.252.105)

# User Datagram Protocol, Src Port: 17005 (17005), Dst Port: 20587 (20587)

# Real-time Transport control Protocol (Sender Report)

@ Real-time Transport control Protocol (Source description)

= Real-time Transport Control Protocol (Generic RTP Feedback): TMMBR: 262144

10.. .... = Version: RFC 1889 version (2)
..0. .... = Padding: False

..0 0011 = RTCP Feedback message type (FMT): Temporary Maximum Media Stream Bit Rate Request (TMMBR) (3]
Packet type: Generic RTP Feedback (205)
Length: 4 (20 bytes)
Sender SSRC: 0x73952025 (1939152933)
Media source SSRC: Ox492c579d (1227642781)
= TMMBR 1
[rTCP frame Tength check: ok - 76 bytes]

-
11 &9 be ..E8, @
54 51 2c ‘IE‘mPk 2 e E
54 7e 07 -0 . T~
ca Qo Dﬁ 3 L 2
) @’W lmm [
b "y

Finding REMB

This is a lot harder to see in a wireshark, because the RTCP packets are encrypted. You
can see a close approximation of what is being sent by Media broker when it is received
at your client, if you are using Chrome. This will be covered in the Browser topic when
looking at bandwidth estimates.
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Analyzing Lip Sync

Once the audio and video RTP streams leave the sender, they are independent of each
other and it’s the job of the decoder to cope for any fluctuations caused by network
conditions when reconstituting the streams.

Lip Sync issues can be seen if the audio and video streams are vastly apart from each
other and clients should be using the RTCP to keep packets in sync.

The RTCP sender report contains information that the decoder can use to keep packets
in sync:

Example Audio RTCP Sender Report:

= Real-time Transport Control Protocol (Sender Report)
10.. .... = ¥ersion: RFC 1889 version (2)
sl L Padding: False
...0 0000 = Reception report count: O
Packet type: Sender Report (200)
Length: & (28 bytes)
sender SSRC: Ox98171833 (2551650355)
Timestamp, MSW: 3613377647 (Oxd75fcd6f)
Timestamp, LSW: 3687079100 (Oxdbcd5chc)
[MSW and LSW as NTP timestamp: Jul 3, 2014 12:00:47. 858465000 uTC]
RTF timestamp: 1891280655
Sender's packet count: 4
sender’s octet count: &40

Example Video RTCP Sender Report:

= Real-time Transport Control Protocol (Sender Report)
10.. version: RFC 1889 version (2)
I Fadding: False
...0 0001 = Reception report count: 1
Facket type: Sender Report (200)
Length: 12 (52 bytes)
Sender SSRC: Ox3feddes9 (10719268730
Timestamp, MsW: 3613377649 (0Oxd75fcd471)
Timestamp, L5W: 1719039185 (0x667674d1l)
[MswW and LSW as NTF Timestamp: Jul 3, 2014 12:00:49.400244000 UTC]
RTF timestamp: 3383869149
sender’s packet count: 100
Sender’'s octet count: 63585
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In both cases the Sender Report contains an RTP timestamp and a ‘wall clock’ time.
Each RTP packet contains its own RTP timestamp, with all this information the receiver
can use this information to playback the audio and video streams relative to one another.
I's not so straightforward though, as the decoder will be making assumptions on the
sender’s clock drift, clock skew to resynchronize the steams. Essentially, there are 3
ways of synchronizing the streams:

e Add silence

e Just ahead (remove excess)

e Alter playback feed of other stream to speed one up or slow one down

Neither of these things are instantaneous as the decoder needs to take time to sample
enough data to detect a suitable bound.

Identifying a lip synchronization issue based on the packet arrival time is not trivial.
Components like the Jitter Buffers may add delay allowing the encoder to keep the
streams in synch.

You can calculate the relative ‘wall time’ for a given RTP packet by using its RTP
timestamp and the RTP timestamp with the ‘Wall Time’ from a RTCP sender-report as a
reference point. Comparing this time against the received time can provide latency for a
given packet.

Performing these calculations for both the audio and video streams will allow you to
compare how far apart the given streams may be arriving.

Codecs like G711 use a fixed sample rate, meaning each packet contains 160 samples
at 8000MHz, or 20ms of audio. So it’s quite easy to determine if the RTP Time stamp is

ahead or behind it's expected arrival time.

Codecs with variable sample rates (like video) can be harder to estimate without the
negotiated clock speeds; however, you can estimate it.

The follow table are values taken from RTCP packets
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wall time rtp time received time delta wall time delta rip-time delta received time
00:47.8 3383724609 59:33.5 _ _
00:49.0 3383836659 59:34.7 00:01.245 112050 00:01.245
00:43.1 3383838459 59:34.7 00:00.0200 1800 00:00.019
00:49.1 3383842149 59:34.8 00:00.041 3690 00:00.041
00:49.1 3333845029 59:34.8 00:00.032 2880 00:00.032

We can see that a data of RTP timestamps equal to 1800 takes approximately 20ms and
that’s consistent, you can use this as a clock rate. You can estimate the expected arrival
time for an RTP packet by:
1. calculating the difference between the RTP packet’s timestamp and the last
received RTCP packet’s timestamp
2. Using the clock rate determine the number of ms since the RTCP packet arrived
3. Add this time to the wall clock time of the RTCP packet

With this information you can:

e Compare this value with the actual arrival time
e Compare the delay against another stream
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Captures taken from an iPAD

In order to measure the packet loss of the RTP stream from the Fusion Media Broker to a
Fusion Enabled iOS Application the iPAD will need to be connected to a Macintosh with
wireshark installed. The following commands are taken from The Mac Developer Library
(https://developer.apple.com/library/mac/qa/qa1176/_index.html#//apple_ref/doc/uid/DTS
10001707-CH1-SECRVI) and they describe how the mac can be used used listen to
wireless network traffic received by the ipad:

rvictl -s IPAD_UUID

Where IPAD_UUID is the Identifier for the IPAD, which can be obtained from XCode’s

Organizer view:
e0eo Organizer — Devices =

il e e i . sl | T P g-ud i

LIBRARY

|| Device Logs Thomas's iPad
E Screenshots
Capacity 14.77 GB
DEVICES
oo Model iPad 2 (Rev A)
= My Mac

10.8.5 (12F45)
g D Thomas's iPad

Serial Number FSRKJGPTDKPH
ECID 3284560960782
Identifier e319378e05dc8269eac047fdSe5adf7222ba486f

6.1.3 (10B329)
B Provisioning Profiles |

4 Applications Software Version 6.1.3 (10B329) )
BB Console | Restore using iTunes... |
|| Device Logs

Screenshots

1. Taking a Capture using RVI

Using Wireshark there is now an additional Interface that can be monitored. Make a call
using the IPAD and allow the Call to establish and run for a few minutes, before stopping
the capture and processing the results.

This capture will determine how much packet loss there is from the Fusion Media Broker
to the Ipad. This is because the UDP packets will either be missing or out of sequence.
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800 | Wireshark: Capture Interfaces
Device Description 1 Fackets Packets/s
O gl en0 none 0 0
O gl fw0 none 0 0
M &l rvio none 16 2
O ¥enl fe80..5e96.9dff:fe80.3f/d 0 §]
O gl p2p0 none 0 0
O gl o0 fa80::1 0 0
HiHelp | A Start I B coop | ® Options | ¥ Close |
Y.

2. Filtering Traffic

There will be four UDP streams in this capture: two inbound video and audio streams
from the Fusion Media Broker to the ipad and another two outbound streams from the
ipad to the Fusion Media Broker. It is necessary to hunt for a packet that is suspected to
be from the video stream.

Apply the following filter: udp && !rtp

290 13.763712000 192.168.1.107 81.144.171.73 LDP 210 Source port: 65219 Destination port: 16000
291 12.775137000 192.168.1.107 81.144.171.73 DR 210 Source port: 65219 Destination port: 16000
292 12.784997000 81.144.171.73 192.168.1.107 UDpP 1288 Source port: 16000 Destination port: 65218

The Ipad will send to Destination Port: 16000, so it is likely that the first two packets
belongs to the outbound stream. The third packet is likely to belong to the inbound
stream.

3. Encoding the UDP Stream
Right Click a UDP packet from the Fusion Media Broker and Select: Decode As
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800
® Decode Network Transport
O Do not decode RIPng L:
RMCP
RPC
RSIP
UDP Both (16000652 19) |v|port(s) as Hgp
RSVP m
£ Clear RTCP
Show Current E.’

HHelp | Dok | oﬁ’épplvl 8@0591
4|

Select RTP and press Apply. Wireshark will now interpret the UDP stream as a full RTP
stream. It should be noted that in this case a G.711 audio-packet was selected, but
wireshark has also distinguished between inbound and outbound audio and video

streams:
LOG 13, /DSL0UUUY L9, 105, L. LUs Sl L4t s L. sS mie cven L£DU FAYLOAT LYPESRIF EVENL, LiNg LOUKOUL LONE
289 13.763643000 152.168.1.107 81.144.171.73 RTP EVENT 244 Payload type=RTP Event, Unknown (28] (end)
290 13.763712000 192.168.1.107 81.144.171.73 RTP 210 PT=ITU-T G.711 PCMU, SSRC=0xDCFICEQ7, Seq=81, Time=18160
201 13.775137000 192.168.1,107 81.144,171.73 RTP 210 PT=ITU-T G.711 PCMU, SSRC=0xDCF9CEQ7, Seq=82, Time=18320
293 13.793385000 192.168.1.107 21.144.171.73 RTP 210 PT=ITU-T G.711 PCMU, SSRC=0xDCFOCED7, Seq=83, Time=18480
205 13.825741000 192,168.1,107 81.144,171.73 RTP 210 PT=ITU-T G.711 PCMU, SSRC=0xDCF9CEQ7, Seq=84, Time=18540

4. Analyze the Stream
Now that the streams have been formatted Select: Telephony->RTP->Show All Streams
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I-ICelaefgl'™ Tools Internals Help
- B aaa B
GSM 4
H.225.. ir - Apply  Save
|AX2 > Protocall Lengthl Info
1SUP Messages RTE 210 BT=ITU
LTE B| FIP 210 PT=ITU
EﬂTPS y| AP 210 PT=ITU
>
RTSFP » Stream Analysis...
RIF ZIWHFI=LTW
SCTP 4 RTP EWENT 1288 Payloa
SIP...
SMPPOperations RTP 210 PT=ITU
RTP 210 PT=ITU
LERMessages RTP 210 PT=ITU
¢ VolP Calls RTP EVENT 1250 Payloa
WAP-WSP... RTP EVENT 1029 Payloa
|u1_| T T BETD FWUFRKT 1M1%2 Daul s

The following will be displayed:
8006 [\ Wireshark: RTP Streams

Detected 4 RTP streams. Choose one for forward and reverse direction for analysis

Src addr > | Src por | Dst addr | Dst poi |SSRC | Payload | Packe | Lost Max Delta (m [Max Jitter (r |Mean Jitter
192.168.1.107 65219 81.144.171.73 16000 OxDCFSCEQ7 g711U 3944 0 (0.0%) 51.37 9.66 6.09
192.168.1.107 65219 81.144.171.73 16000 Ox6B6570ED  RTPType-100 2114 118 (5.3%) 0.00 0.00 0.00
81.144.171.73 16000 192.168.1.107 65219 OxAS5458BCD g711U 2387 0 (0.0%) 101.77 14.08 T

Here it can be seen that the inbound and outbound video and audio streams. In this
example 37% of packets were lost on the inbound stream to the ipad.
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RVI Captures Introduce Erroneous Skew Measurements

It must be remembered that the capture being taken using the RVI is not at the IPAD but
the Mac which it is tethered to. We have witnessed significant discrepancies in timings
values taken using the RVI when compared to a network router. Notably the skew values
can be seconds out within a few minutes. It is preferable to capture IPAD traces at a wifi
access point or network router.

Capture taken from a Mavericks Mac

Wireshark cannot understand the packets captured from Mavericks because Apple chose
to use an unknown packet format. This can be resolved by Opening Edit— Preferences
then Protocols-->DLT _USER and editing the Encapsulations Table to add the following
Entry:

DLT = User 2 (DLT=149)
Payload Protocol = eth

Header Size = 108

Header Protocol = <leave blank>
Trailer Size = 0

Trailer Protocol = <leave blank>

Copture fnalyze Statitics Telephony Toc
BxXRE Aevw

nnnnnnnnn = 1 . _
[l User DLTs Table: Edit - Pr.. =

DLT: |User2 (DLT=149) [~

Payload pretocel: | eth

Header size: | 108

Trailer size: IU

|
|
Header protocol: | |
|
|

Trailer protocol: |

..........
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gee

Elldiddoddagnddadd
Hl I

1139 (10.0.1.139)
eq: 811, ack: 2458, Len: 37

Profe Defaut

iPAD capture shows Packet Loss on Outbound Stream

The capture used previously shows a 5.3% packet loss for the outbound stream. It is not
possible to measure outbound UDP packet loss (because the protocol is connectionless).

800 - - : % Wireshark: RTP Streams

Detected 4 RTF strearns. Choose one for forward and reverse direction for analysis

Src addr 5 | Src por | Dst addr | Dst pol |SSRC | Payload | Packe | Lost Max Delta (m |Max Jitter (¢ |Mean Jitter
192.168.1.107 65219 81.144.171.73 16000 0xDCF9CEQ7 g711U 3944 0 (0.0%) 51.37 9.66 6.09
192.168.1.107 65219 81.144.171.73 16000 Ox6B6570ED  RTPType-100 2114 118 (5.3%) 0.00 0.00 0.00
81.144.171.73 16000 192.168.1.107 65219 OxAS5458BCD g711U 2387 0 (0.0%) 101.77 14.06 Tice v

This implies that there was packet loss between the IPAD and the MAC performing the
packet capture! It is suspected this could be related to CPU load on the MAC but it
implies that this could skew results because there could be similar levels of inbound
packet loss.

Capturing at the local network’s router has shown some packets appear as Comfort
Noise initiating from the iPAD; this seems related to the wireshark decoding.

Diagnosing Media Issues on the Fusion Platform PUBLIC

69 of 74




cafex.com

Captures from a Browser

The analysis of the wireshark capture is identical to the previous section and will not be
covered again. In addition, Chrome has some additional metrics which can be used:

When a call is active point the Chrome Browser to:

chrome://webrtc-internals/

When a call is active you can view the number of dropped packets:

Statistics ssrc_447873670

cname:rRISFQ7YIbid 7KWN

msid:RUijbgmNTOIKkj9MicB1lcb7nAISTSKSfilhag a0
mslabel:RUijbgmNTOIKkj9MicBlcb7nAISTSKfilhag
label:RUijbgmNTOIKkj9MicBlcb7nAlISTSKfilhagal

timestamp Wed Oct 23 2013 13:40:06 CMT+0100 (BST)
55TC 447873670

googTrackld a0

transportld Channel-audio-1

audioOutputLevel 32
bytesReceived 671520
googlitterReceived 5
packetsReceived 4197

packetsLost 1

Web-rtc-internals-parameters from TestRTC, is a good tutorial for understanding the
metrics in webrtc-internals:
https://testrtc.com/webrtc-internals-parameters/
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Bandwidth Estimates

From webrtc-internals the bandwidth estimates can tell you how the adaptive bitrate is
behaving.

¥ Stats graphs for bweforvideo (VideoBwe)

bweCompound googAvailableReceiveBandwidth googBucketDelay
¥ googAvailableSendBandwidth 1w ——— 3k o
# googTargetEncBitrateCorrected : 2k L
® googActualEncBitrate ¥ " R0k
¥ googRetransmitBitrate 200k ¥
¥ googTransmitBitrate asu
100k
0oOM Ok

20:00 11:31:00 11:32:00 11:33:00 11:34:00 30:00 1:31:00 11:32:00 11:33:00 11:34:00 20:00 11:31:00 11:32:00 11:33:00 11:34:00

A video encoder has to make a lot of calculations based on how it perceives the network
conditions and how the receiver is reporting theirs.
The following attributes are present:
e googAvailableReceiveBandwidth
o the bandwidth that is available for receiving video data
e googAvailableSendBandwidth
o the bandwidth that is available for sending video data
e googTargetEncBitrate
o the target bitrate of the the video encoder, it will try and fill the available
bandwidth

Diagnosing Media Issues on the Fusion Platform PUBLIC

710f 74




cafex.com

Local Firewall Configuration

The local firewall configuration for Media broker must allow inbound UDP packets and
initial outbound UDP packets for the media to establish.

The following is a sample setup for configuring the firewalld service to allow inbound
traffic:

1. Install Firewalld:
yum install firewalld
2. Add an interface to a public zone:
sudo firewall-cmd --zone=public --permanent
--change-interface=enol6777984
3. This can also be set in:
vi /etc/sysconfig/network-scripts/ifcfg-enol6777984 ZONE=public
4. Configure the Media Broker XML script:
vi /etc/firewalld/services/csdk-mb.xml

<?xml version="1.0" encoding="utf-8"?>
<service>
<short>MB</short>
<description>Service Description for Media Broker Service</description>
<port protocol="udp" port="16000"/>
<port protocol="udp" port="17000-17999"/>
<port protocol="tcp" port="8092"/>
</service>

5. Reload to see new services:
sudo firewall-cmd --reload
6. Apply Services to Zones:
sudo firewall-cmd --zone=public --permanent --add-service=csdk-mb
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Testing the Local Firewall Ports

You can test if packets can be sent from a public network through to the Media Broker by
using a packet sending tool.

Tools like Packet Sender (https://packetsender.com) allow you to craft UDP packets and
direct them to an IP and Port.

Using tcpdump on the Media Broker port you can listen for inbound traffic and determine

if your sent packets arrive.
&4 Packet Sender @M

[
File Tools Help
Name test
ASCIL test
HEX 74857374
Address 172.31.250.45 Port 16000 Resend Delay O [Bue -] [ send | [ sae
Search Saved Packets. .. [] Persistent TCR
| send |mame |Resend (sec]| To Address | To Port | Method | AsCI | Hex
[a o send Jrest 0 1723125045 16000 UDP  test 657374
[¥] Log Traffic [ Save Log ] [SaveTrafﬁcPadcet] [Copymd&pboard]
Time From IP From Port TolIP ToPort Method Error ASCII Hex
1 24135396 pm You 8888 1723125045 16000  UDP test 74657374
=)

The following filter can be used to only show UDP packets arriving at port 16000:
tcpdump -i any udp port 16000
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A very simply way of sending UDP traffic from the Media Broker machine is to use the
following command, specifying the destination address:
echo "This is my data" > /dev/udp/{{DESTINATION ADDRESS}}/3000

A *Wireless Network Connection @ﬁu

File Edit View Go Capture Analyze Statistics  Telephony Wireless Tools Help
- A - [*

Aamde LbRE e+ sEEQQE

[ ] udp.dstport == 3000 B3 -] Expression.. +

Mo. Time Source SrcFPort  Destination DestPort  Protocol Length  Info
45.. 24.512584 172.31.250.45 45690 172.31.253.96 3@ee DIS 6@ PDUType: Unknown
34.. 53.888917 172.31.250.45 34713 172.31.253.96 3868 DIS 68 PDUType: Unknown
48.. 54.598278 172.31.256.45 48258 172.31.253.96 3808 DIS 6@ PDUType: Unkn

[ Frame 684: 68 bytes on wire (480 bits), 6@ bytes captured (480 bits) on interface @

[ Ethernet II, Src: HewlettP_71:c7:8@ (e4:11:5b:71:c7:88), Dst: IntelCor_2d:11:fd (44:85:88:2d:11:¥d)
[ Internet Protocol Version 4, Src: 172.31.258.45, Dst: 172.31.253.96

I User Datagram Protocol, Src Port: 48258 (48258), Dst Port: 3000 (3000)

[ Distributed Interactive Simulation

9000 44 85 00 2d 11 fd e4 11 5b 71 c7 @2 98 @0 45 8@ D..-.... [g....E.

8618 00 2c 33 05 40 @@ 3f 11 b8 ee ac If fa 2d ac If .,3.@.7. .....-..

2020 fd 60 9d 42 @b b8 @8 18 65 34 54 68 69 73 20 69 . .B.... edThis i

2030 73 20 6d 79 20 64 61 74 61 @a 00 00 s my dat a...

(O #  wireshark_pcapng_28E03938-EADG-4BEA-B422-D7ES4B630508_20181115143542_a10476 || Packets: 5012 - Displayed: & (0.1%) || Profie: Default

Obviously, the destination address will need to be publicly routable, so if your test
machine is behind a NAT, this technique will not work. Suitable knowledge of your
network’s routing rules are required. It may be easier to verify simply the inbound and
outbound STUN by establishing a call.
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